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FOREWORD

This fifth volume of Advances in Descripiive Psychoiogy has been a iong
and difficult labor for many people. The manuscripts themselves took an
unusually long time to come together; then, just as the papers were
ready for editing, changes in the business and technology of publishing
led the former publisher to delay producing the work. When we were
unable to negotiate an acceptable publication schedule, the Society for
Descriptive Psychology chose to terminate its publishing agreement with
the former publisher and create our own publishing branch, Descriptive
Psychology Press. Volume 5 is the first to be published by this house.
This change could not have been accomplished without the sustained
and dedicated efforts of many individuals. Keith Davis guided the Society
through the difficult process of negotiating with the former publisher,
and successfully reached a mutually acceptable agreement for moving

vii



viii FOREWORD

forward. He also led the effort to raise the capital to launch Descriptive
Psychology Press. We are all grateful to him for his dedication and
persistence in the face of discouragement and adversity.

The officers of the Society, and the members of the Editorial Board
of Advances, were unflagging in their support of this effort. In particular,
we would like to acknowledge the efforts of Sonja Holt and Carolyn
Zeiger in helping Descriptive Psycholgy Press come into existence.

Lisa Putman volunteered many hours to finding and negotiating with
the printers and production professionals who made Volume 5 the
physically excellent book you hold in your hand. Tom Bowen of
WordServices did an outstandingly professional job of producing the
camera-ready mechanicals for the printers.

Once again we are indebted to Mary Shideler, who copy-edited many
papers, and single-handedly marked the entire Volume for indexing. The
Society is indeed fortunate to have a member of Mary’s talents,
dedication and unfailing generosity.

Future volumes of Advances in Descriptive Psychology will be published
by Descriptive Psycholgy Press. Volume 6 should be available in late
1990; Volume 7 is scheduled for 1992. Copies of Volumes 1-5 are
available from The Society for Descriptive Psychology, 1705 14th St.,
Suite 254, Boulder, Colorado 80302.

Anthony O. Putman
Co-Editor, Volume 5
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INTRODUCTION

Anthony O. Putman and Keith E. Davis

The theme of this fifth volume of Advances in Descriptive Psychology was
determined several years ago, by one of those off-hand remarks that
proceed unintentionally momentous. A member of the Society for
Descriptive Psychology was congratulating the Advances Editor on the
recently-issued volume, and happened to observe that clinical topics
comprised quite a large proportion of the chapters. Someone observed
that it might be useful to give readers a more balanced view of the range
and depth of work by Descriptive Psychologists, and then someone else
made the momentous suggestion: "Why don’t we devote a whole volume
of Advances 1o that other stuff—you know, the non-clinical work." In
due course of time, this Volume 5 has emerged as suggested primarily,
albeit not exclusively, devoted to "the other stuff”. As it turns out, the
"other stuff” proved to be a deep and diverse set indeed.

Such depth and diversity may surprise the reader who is encountering
Descriptive Psychology for the first time. This says a great deal about
what we have come to expect (one might even say "settle for") from
behavioral science. A collection of articles which share a theoretical

Advances in Descriptive Psychology, Volume 5, pages 3-10.
Editors: Anthony O. Putman and Keith E. Davis.
Copyright © 1990 Descriptive Psychology Press.
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4 ANTHONY O. PUTMAN and KEITH E. DAVIS

framework is expected to be "about” something manageably narrow:
emotional disorders, say, or family functioning. Our expectations in this
regard reflect our often unstated conviction that psychological theories
at best have a limited span of utility; like scaffolding, they are made with
a particular construction in mind, and it rarely pays to transport them
far from their original site. With such underlying convictions, it seems
perfectly normal when confronted with a volume like the present one,
which offers in-depth contributions on topics ranging from the
foundations of spirituality, through formulations of organizational
practices, to methods for engineering computer software (and a great
deal more in between) to ask in bafflement if not incredulity: "What on
earth do these have in common?"

What they have in common, of course, is that they are all part of that
great diverse domain called human behavior. Descriptive Psychology was
founded over twenty-five years ago on Peter Ossorio’s steadfast
insistence on taking seriously a proposition to which many others paid
lip-service, namely: The test of adequacy of a behavioral science is its
ability to encompass human behavior—all of human behavior—without
deletion or distortion. And when he said "all human behavior" Ossorio
meant a// human behavior, not just those behaviors that traditionally
interest professional psychologists. So the conceptual and intellectual
apparatus of Descriptive Psychology was created from the start to give
us access to this entire vast domain, within which the practitioners of
Descriptive Psychology have roamed far and well. The purpose of this
Volume 5 of Advances is to give the reader an in-depth appreciation of
the range of topics to which Descriptive Psychology has made important
contributions, along with a view of the quality of the contributions it
makes.

The Volume divides naturally into two sectioms. The first section
contains a collection of papers that address very practical concerns in
the worlds of work, enterprise and technology. The topics include
concepts for understanding organizations and their management; specific
methods for improving organizational functioning; frameworks for
understanding technology, its diffusion across cultures and its
development; a broad and detailed agenda for the field of artificial
intelligence; and specific methods for accomplishing advanced work in
the creation of computer software. Each paper and its contribution is
firmly grounded in Descriptive Psychology; indeed, it will become
evident to the reader that none of them could have been accomplished
without such grounding. Further, these papers exemplify one of
Descriptive Psychology’s more distinctive characteristics: the concern for
conceptual analysis in the service of practical application, which leads to
a seamless blending of theory and practice. Practical needs lead to
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conceptualization; conceptual analysis enables practical accomplishment,
and the gap between "pure” and "applied” science is never opened. As
Ossorio insisted from the very beginning (Ossorio, 1967/1981), and the
present volume confirms, this is only as it should be.

ORGANIZATIONS AND MANAGEMENT

Putman’s paper on "Organizations” begins this section. In this paper
Putman addresses fundamental questions regarding organizations,
offering a fresh look at such issues as: What is an organization? His
formulation makes use of the technical device of parametric analysis
(Ossorio, 1979/1981) and his own earlier conceptual analysis of the
notion of a human community (Putman, 1981). In his view an
organization is straight forwardly a human community and as such
different types of organizations will be marked by the differences in the
values of the fundamental parameters of communities: members, social
practices, statuses, choice principles, concepts, locutions, and worlds.
What distinguishes an organization from a community is that it exists for
the accomplishment of a mission, engages in a set of core social
practices to accomplish that mission, and has the distinctive status of
manager which is invested with the authority to accomplish the mission.
A quotation from one of the classic alternatives—open systems
theory—shows immediately how different these formulations are:

The open systems approach begins by identifying and mapping repeated cycles of
input, transformation, output, and renewed input which comprise the organizational
pattern. This approach to organizations represents the adaptation of work in biology
and in the physical sciences . . . .

Organizations as special class of open systems have properties of their own, but
they share other properties in common with all open systems. These include the
importation of energy from the environment, the throughput or transformation of the
imported energy into some product form that is characteristic of the system, the
exporting of that product into the environment, and the reenergizing of the system
from sources in the environment. (Katz & Kahn, 1978, p. 33).

It would come as no surprise to find that approaching organizations
from the open systems view shows confusion about just what aspects of
the organization parallel the features of systems theory and that the
logic of open systems tends to overwhelm the logic of organizations, for
the latter is never clearly explicated as a separate domain.

One central contribution of Putman’s formulation is that he shows
clearly why the concept of mission is central to the understanding and
change of organizations. It is the existence of a mission that provides the
rationale for management’s authority, for the subordination of individual
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standards-—both ethical and prudential—by which to test the manager’s
performance. On these matters Putman helps us to understand more
fully why existing social practices make the sense that they do, and that
is no small accomplishment—particularly after one has been smothered
under the conceptual fog of open systems theory.

One basis for the appeal of the systems point of view is the notion
that an organization is whole and that changes in one part (of the
system) will almost inevitably affect other parts of the organization. As
theorists have operated with this insight, they quickly come up against
the problem, "What kind of system?" and "How do these interacting
subsystems interface with each other?" Putman avoids this last kind of
puzzle by giving an alternative account of how the different systems that
characterize organizations are related to each other.

Each organization is in reality a unified whole, within which exist many different
worlds. These separate worlds are not related to one another the way pieces of a
jigsaw puzzle are related; they are related in the same way different engineering
drawings of the same camshaft are related, or different eyewitness accounts of the
same event are related. That is, the worlds of an organization represent the whole
organization as seen from different perspectives. (Putman, 1990, p. 11, this volume).

He proposes that every organization has three alternative worlds from
which its operation and structure can be viewed: The world of machines,
the world of people, and the world of numbers. Putman’s elaboration of
these three worlds is one of the most interesting parts of this chapter
and one that has already been of great use to practitioners of
organizational development. It clarifies the basis of some of the most
persistent and potentially divisive conflicts within organizations—namely
that different members of the organization see it through fundamentally
different lenses and they would not be taking their respective roles
seriously if they did not give a priority to their point of view. Coming to
understand each perspective better and being able to shift from
perspective to perspective is one of the potential gains of taking
Putman’s formulation seriously.

Finally, a major bonus of this chapter is that Putman develops specific
methods for three kinds of organizational interventions. The first is the
improvement of productivity, in which he takes advantage of Ossorio’s
1969/1981 analysis of intentional action into the five parameters of
Know, Want, Know How, Performance, and Achievement and his
claboration of the concept of status and status dynamics via the concept
of Eligibility. Putman makes a compelling case that by taking account of
the barriers of Achievement from these five parameters, one can account
for the failures to achieve at the desired level and develop steps to
remedy the situation. His contributions to the analysis of job satisfaction
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remedy the situation. His contributions to the analysis of job satisfaction
and to the clarification and renewal of organization missions are equally
interesting. Indeed Putman’s chapter is a testimony to Lewin’s oft-
quoted comment: "There is nothing so practical as a good theory."
Laurie Bergner’s paper, "The Use of the Status Concept in Developing
Effective Relationships Between Police Chiefs and Officers", is a tightly-
focused application of some fundamental concepts of Descriptive
Psychology to one important task in a very specific context. Her central
thesis states that police chiefs can become powerful assigners of positive
statuses to their officers, and thereby improve the officers’ performance.
Bergner develops her thesis very clearly into a series of policies for
acting on it, a move which as been used often to good effect in the
clinical writings of Descriptive Psychologists (e.g., Ossorio, 1976;
Driscoll, 1981). While Bergner’s paper is explicitly written with police
departments in mind, its central thesis and policies need little
translation to be of value to leaders within any organization.

TECHNOLOGY AND CULTURE

The next paper in this section provides a nice bridge between the
organizational focus of the two papers preceding it and the technological
focus of the three papers following it. James M. Orvik begins his
consideration of "Technology Transfer and Culture Change" with some
evocative and memorable vignettes of the crosscultural impact of
technological innovation (one does not readily forget the image of the
Eskimo boy whose broken jaw made him a "tertiary consumer” of the
television series "Kung Fu"). Using these examples as springboards,
Orvik goes on to consider the place of technology across cultures on the
recipient culture.

The situations Orvik considers are often complex, and the "standard
wisdom” regarding them scanty or misleading. Accordingly, he makes
substantial use of the formal resources of Descriptive Psychology—in
particular, the Paradigm Case Formulation (Ossorio, 1979/1981)—to
clarify his topics. His conceptual analysis points the way toward future
contributions to the overall topic of culture change; the clarity and
insight of this current paper whets the appetite for future ones.

ADVANCING THE STATE OF THE SOFTWARE ARTS

The final three papers in this section continue a long tradition within
Descriptive Psychology of advancing the state-of-the-art in the
development and utilization of computer software. Each addresses a
different part of the software domain; together they demonstrate the
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substantial difference it makes to approach software from this
perspective and with these concepts.

Putman’s "Artificial Persons” is an ambitious paper, in that it attempts
nothing less than a thorough-going reformulation of the enterprise
popularly known as "Al"—artificial intelligence. Putman begins by
detailing the history of contributions Descriptive Psychologists have
made to Al, noting that it comprises a very substantial body of work that
is virtually unknown to the Al community at large. He then goes on to
present new conceptualizations that are explicitly meant to provide
collectively an overview of the types of contribution this approach can
make to Al

"Artificial Persons” is divided into four more-or-less independent parts.
The first, "Specifications for an Artificial Person" attempts to delineate
the subject matter for Al It offers specifications for what would qualify
as an "artificial person” (or, as Ossorio (1980/1982) might put it, a
person with computer embodiment). Putman establishes what amounts
to standards of adequacy and a scope of effort for the Al field. In the
course of claborating the specifications, he gives clear and
understandable explanations of many of the basic concepts of Descriptive
Psychology; one Advances reader of the paper called these explanations
"superbly readable". The second part explores the statuses within our
work communities that an artificial person might fill; the third, "An
Epistemology for Artificial Persons", builds on the foundations
established by Ossorio in "What Actually Happens” (Ossorio, 1971/1978)
to present a fundamental logic for knowing about the real world. The
fourth and final part offers some technically detailed means for handling
real-world inference; its title, "Some Algorithms of Common Sense"
might serve as a single phrase to sum up the flavor of the Descriptive
Psychological school of AL

The next paper, Paul Zieger’s "Human Systems Issues in Software
Engineering", is the rare specialist’s paper that is both clear and
fascinating to the lay reader. Zieger distills decades of experience as a
software engineer into a wise and thought-provoking guide to that
demanding profession. The paper is meant for software engineers; as
such, it offers insightful procedures and reminders which are rooted in
the realization that software, above all, must be understood as part of
a human system. But the paper is also meant for the person who, as
Zieger puts it, has a "modicum of curiosity about what goes on behind
the closed doors of the shops where software is produced". Zieger’s
clarity and refreshing lack of jargon makes the paper easily accessible
and equally rewarding to both audiences.

The section concludes with the latest in an on-going series of papers
by Joe Jeffrey, "Knowledge Engineering: Theory and Practice". Jeffrey
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The section concludes with the latest in an on-going series of papers
by Joe Jeffrey, "Knowledge Engineering: Theory and Practice". Jeffrey
published the first paper in Advances that was explicitly concerned with
Descriptive Psychology’s contribution to computing (Jeffrey, 1981). He
has developed over the years a well-deserved reputation within the
Society as the person to ask when you want complex technical matters
explained in ordinary English. That lack of technical pretension while
presenting complex material stands him (and the reader) in good stead
in the present paper.

Knowledge engineering refers to a recently growing segment of Al
which concerns itself with "capturing” real-world expertise and making
it available via software programs, known as "knowledge-based" or
"expert” systems. It is an inexact art in a world of exact technology.
Jeffrey is eminently qualified to write on the topic, having both designed
knowledge engineering systems (Jeffrey & Putman, 1983) and served as
lead knowledge engineer on at least a half-dozen large systems in the
past ten years.

Jeffrey’s approach to knowledge engineering departs from more
traditional approaches in two important ways. He sees knowledge
engineering as fundamentally a human, psychological enterprise rather
than a technical one, and his primary concern is action-
oriented—helping people to do—as contrasted with the more common
fact orientation, which helps people to krow. From these departure
points, using the technical apparatus of Descriptive Psychology, he
presents a powerful theory and practice for knowledge engineering. This
is a diverse and deep set of papers indeed—but filled with exciting
insights and powerful procedures. We hope the reader enjoys this
sampling of "the other stuff".
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ORGANIZATIONS

Anthony O. Putman

ABSTRACT

Organizations are among the most important and complex phenomena of the
twentieth century. This paper takes a fresh look at organizations both conceptually
and pragmatically, using the perspective and conceptual resources of Descriptive
Psychology. A detailed paradigm is developed which is rooted in the view of
organizations as a particular type of human community. Within this paradigm a
number of issues are discussed, ranging from ethical concerns of power and authority
to means of distinguishing different worlds within the organization. In a second
section of the paper a number of pragmatic concerns of organizations are addressed,
including methods for improving productivity, increasing job satisfaction and on-the-
job growth, and effectively managing the organization’s mission.

When the social histories of the twentieth century are written, the
explosive proliferation of organizations and organizational forms seems
certain to be a major chapter. One noted sociologist calls twentieth
century America "a society of organizations" (Perrow, 1986), while Peter
Drucker flatly asserts that "Our children will have to learn organizations
in the same way our fathers had to learn farming." Like that other
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12 ANTHONY O. PUTMAN

explosive phenomenon of the twentieth century, the growth of
technology, organizations have been the subject of both intense study
and a good deal of cautionary consideration. An uneasy feeling surfaces
periodically in both academic and popular discourse that, like
technology, our organizations have grown well beyond our capacities to
understand and control them. There is a good deal to be said for that
point of view.

To say that our understanding falls short is certainly not to imply that
we know nothing at all. Literally tens of thousands of scholarly and
practical works have addressed issues of understanding organizations;
merely listing the landmark works would overload any reasonable
bibliography. (See Drucker, 1974; Mintzberg, 1979; and Scott, 1981 for
examples.) Nor should we take this shortfall as implying failure of some
sort. After all, the serious study of organizations only began in the late
1940s; prior to World War II, only a handful of scattered seminal works
(e.g., Taylor, 1947; Weber, 1947) addressed the topic of organizations
per se. Considering the fact that since the 1940s the scope and
complexity of the phenomenon has, if anything, grown more rapidly than
have our efforts to grasp it, one is inclined to see organizational
theorists and practitioners as having accomplished a great deal in a short
time.

Nonetheless, there are substantial gaps which need filling, basic and
important questions about organizations which have been at most
partially answered. Some instances are: On what important dimensions
do organizations differ from other forms of social arrangement—and
from each other? What relations exist between organizations and the
behavior of persons who are its members? What constitutes ethical
behavior in an organizational context, and how does this relate to ethics
in the broader societal arena? What is an organization’s "culture", and
how does the use of this term for organizations relate to other, more
familiar, usages? What can we do to positively effect the direction and
functioning of an existing organization? to facilitate the establishment
of a new one? What exactly are we committing ourselves 1o in calling
something an "organization”, anyway? The list of questions could extend
considerably, but let these suffice to indicate the type and scope of
issues about which we need insight, but about which our current
understanding falls at least somewhat short of the mark.

This paper intends to take a fresh look at foundational questions such
as these. A fresh look is just that: a thorough-going examination of the
topic from the ground up, with no commitment to continuity with
previous analyses of the same topic. The impetus for taking a fresh look
comes from doubting the utility of building on existing foundations. In
this paper I do not intend to review or criticize the existing literature;
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that ground has been well covered by others. (See, for two excellent
examples, Scott, 1981 and Perrow, 1986.) Suffice it to say that reviews
of the literature point to the diversity of theoretical viewpoints and
underpinnings in the field, and make no claim that a consensus view has
emerged; thus there is no canonical body of theory which one need
either accept nor effectively challenge. What commonality does exist
among most current views is contained in the observation that an
organization is a ‘"system" rather than, say, a hierarchy or
bureaucracy—but even on this tenet there is considerable diversity of
viewpoint. That an organization must be viewed as some sort of system
seems unarguable; exactly what sort of system it is and what difference
this question makes in actual practice are open to examination. The
"systems" view of organizations will be both critically and substantively
examined later in this paper.

But the most compelling reason for a fresh look is to avoid conceptual
fragmentation. The domain of facts for which one must account when
considering organizations is uncommonly large and diverse. One must
provide an account of facts ranging from the particular activities and
goals of individual persons to the concerns and values of the society at
large—and much in between. While current theories of organizations do
well with one set of facts or another, none even attempts to do justice
both conceptually and pragmatically to the entire domain. This paper
explicitly does intend to do justice to the entire domain of facts about
organizations, by drawing on the resources of one of the most extensive
and deep conceptual systems yet devised for the doing of behavioral and
social science: Descriptive Psychology.

This paper has two primary objectives: (a) to examine organizations
conceptually, utilizing the concepts, methods and perspective of
Descriptive Psychology and (b) to present certain methods and
procedures of organization description which lead to effective
interventions. These two objectives will be addressed in two separate
parts of the paper. Along the way, a number of connections will be made
between the present paper, on the one hand, and the literature of both
Descriptive Psychology and organizational theory, on the other.

PART I: THE CONCEPT OF THE ORGANIZATION

What exactly is an organization? Consider the following definition from
a widely-used textbook (which the author himself admits is a "static",
old-fashioned view but which he nonetheless uses for many chapters to
good effect):
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An organization is the planned coordination of the activities of a number of people
for the achievement of some common, explicit purpose or goal, through division of
labor and function, and through a hierarchy of authority and responsibility. (Schein,
1980, p. 15.)

This is a good starting place. It reminds us of a number of central
facts about any organization, and points to certain characteristic
features. What it does not do is give us a sense of perspective. Common
sense tells us that an organization is not just the sum of its important
features; an organization is a thing, in and of itself, and we might
appropriately be inclined to ask, what kind of thing is it?

The modern, or at least current, answer to that question is, "It’s a
system, of course” (see Scott, 1961; Schein, 1980, p. 228). This answer is
rooted in one of the more powerful intellectual trends of the twentieth
century: the tendency to conceive of all complex phenomena as instances
of general systems theory (von Bertalanify, 1956; Boulding, 1953). While
earlier theorists pointed to some systematic (e.g. Parsons, 1951) and
environmental (Homans, 1950) aspects of organizations, the work of
systems theory pioneers such as von Bertalanffy and Boulding made the
systems view pervasive and self-evident. Over time the terms and
referential metaphors have evolved from "open systems” (Scott, 1981) to
"social systems" (Katz and Kahn, 1966; Likert, 1967) to "systems of
flows" (Mintzberg, 1979) to biological systems (McKelvey, 1982). But all
these have in common the general systems view that the fundamental
conceptual anchoring point for understanding an organization is to see
it as an entity/organism interacting with its environment(s) and
modifying itself on the basis of feedback. All that remains for discussion
is the fleshing out of the details.

The systems view is tempting. Its appeal is straightforward: After all,
what is more characteristic of organizations than systems of all sorts?
But the systems view says more than that. The claim is that "system"
provides the fundamental context for understanding organizations;
further (and this is where the real trouble starts) we are advised to study
organizations as systems, taking as fundamental the conceptual units of
systems thcory—boundaries, environment, feedback and the like.
(Students of Ossorio will recognize this as a particularly adept instance
of "bait and switch"; Ossorio, 1985.) Soon we are talking about
"interacting subsystems with flexible boundaries” and we would not know
we were talking about an organization unless someone told us.

What’s wrong with that? Isn’t that a common move in
science—creating an abstracted representation of the object of study, so
that underlying structure and regularities are more easily seen? It is a
common move, but a dangerous one; as Ossorio (1966, 1971/1978)
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persuasively points out in a similar context, once we have made it there
is no turning back. The statements and formulations we make about
organizations per se are constrained by our knowledge and experience
of actual organizations; we thereby are substantially protected against
making things up that have little basis in reality. Regarding "systems" we
have no such protection. Once we have formulated some type of system,
the primary constraint on our statements and elaborations is the internal
logic of that type of system itself—which may or may not have much to
do with how organizations actually work.

The problem here seems a classic case of putting the cart before the
horse: We are creating a theory about a domain before we have
conceptually delineated and elaborated the domain itself. I propose to
put aside for now any consideration of organizations as systems, on the
grounds that such views are not a good choice for fundamental context.
Later in this paper the "systems" view of organizations will be
reintroduced in what I believe is a substantially more appropriate and
sophisticated role.

An Alternative Formulation

What, then, is an organization? Let us begin with one of Descriptive
Psychology’s favorite moves—belaboring and elaborating the
obvious—and see how far it takes us.

An organization is straightforwardly a human community. It differs
from other sorts of communities in certain characteristic respects, which
we shall delineate soon, but to start with let us examine exactly what we
have said by calling it a community.

Organization As Community

As it happens, we have actually said a great deal. Drawing on the
delineation of the concept of "community” found in the Descriptive
Psychology literature (Putman, 1981; Ossorio, 1981/1983) we see that,
having identified an organization as a community, we have said that it
is fundamentally characterized by the values of the following parameters:
members, practices, statuses, concepts, locutions, choice principles,
world.! Briefly, these are:

Members. Every organization is composed of some number of persons
who are its members. Determining membership in organizations is rarely
problematic; as the saying goes, "You are either on the bus or off the
bus". In the paradigm case, members of organizations know themselves
to be members and are recognized by their fellow members as such, that
is, as "one of us". Membership is both enabling and constraining, in that
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it both provides opportunities and implies certain commitments which
are part of membership.

Practices. As Ossorio once put it, an organization’s social practices are
"a repertoire of behavior patterns which constitute what there is for its
members to do" (Ossorio, 1981/1983, p. 31.). These patterns of behavior
not only incorporate how things are done, they incorporate the
significance of what is being done as well. For instance, in one
organization with which I am familiar, to be told to "stop by my office
after work" by your boss is to be invited to join in the informal planning
and relationship-building activities of the firm—a mark of real
acceptance. In another firm, when your boss tells you to "stop by my
office after work", you are either about to be transferred or fired. The
"same" behavior, but it initiates entirely different social practices, and
therefore the significance of the two behaviors is entirely different. An
organization is meaningfully characterized by its social practices (for
simplicity, "practices”).

Statuses. To have a status is to have a particular place in the social
practices of an organization. Some statuses are important enough to be
identified by specific locutions (president, personnel clerk, field sales
representative, shift supervisor, lathe operator, etc.); typically there are
specific practices relating to how one treats, and acts as, someone filling
such places. Other statuses are less central or more ephemeral, and so
are not singled out by common locution (e.g., the person who holds the
"open” button in the self-service elevator while others exit.) Among the
important practices of any organization are those relating to the filling
of a status by a specific individual ("accreditation"), and the removal of
an individual from a given status ("degradation"). A status need not be
the sort of thing that a person could fill; for example, the place of "word
processing machine” in my organization is currently filled by an IBM
PC/AT. The status will certainly endure; the individual filling the status
may not.

Concepts. To engage successfully in the practices of any organization
requires the ability to draw the necessary distinctions. Concepts form the
basis for these distinctions.

Locutions. Nothing is so clearly distinctive of an organization as its
locutions. Listen to the on-the-job discussions of a group of Bechtel
equipment operators, and then eavesdrop on the annual conference of
the Aristotelian Society. One is tempted to say that they are speaking
different languages; the differences are almost sufficiently profound to
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warrant the conclusion. What is certainly warranted is the observation
that the practices of the organizations are very different, the concepts
required to make the needed distinctions are quite different, and
therefore the locutions used in these organizations are different.
Sometimes, of course, only the locutions vary: What banks call a
workshop, school systems call an in-service. A small difference, to be
sure, but a difference nonetheless, which effectively serves to
characterize and distinguish the organizations.

Choice Principles. Life in any community is, moment t0 moment, a
matter of options and choice. It is true that our behavior choices are
bounded by what there is to do—the social practices—and what we are
both expected and eligible to do—our statuses. But at any given time
these boundaries define an arena within which we typically have
substantial choice regarding what to do, and how and when to do it.
Such choices are not made at random; indeed, the degree to which such
optional choices reflect coherent patterns can be taken as a good
indication of the strength and coherence of the community’s culture.
Choice principles refer to this coherence. They codify in some readily
available manner the shared bases for choosing among alternative
actions. Some of the ways in which choice principles can be expressed
include policy statements (e.g., "Always put customer satisfaction first";
"All company services will yield at least a 20% margin"); slogans (e.g.,
"The customer is always right"; "Quality is job #1"); values (e.g., "Duty,
honor, country"; "Veritas"); and "culture heroes" (e.g., Joe Hill for the
IWW; Tom Watson, Sr. for IBM). For a more extended discussion of
choice principles and their representation, see Ossorio (1981/1983).

World. Descriptive Psychology makes an important distinction between
two related concepts: "reality” and the "real world". Reality in this
conception is content-free; it consists of a set of boundary conditions
which constrain what we are in fact able to do and say. The real world
has as its content all the objects, processes, events and states of affairs
within which and with which our behavior takes place. Reality is one;
real worlds are many, and are constrained only by reality. A real world
(for simplicity, "world") corresponds to a community rather than to, for
example, an individual person. (See Putman, 1981; and Ossorio,
1969/1978; 1981/1983; for extended development of these points.) What
distinguishes one world from another is the community’s choice of
ultimate objects, processes, etc. "Ultimate" in this case does not imply
some sort of universal or revealed truth, but rather a very pragmatic
approach, namely: to say that an object, for example, is "ultimate" for a
given community is to say that it has no object constituents which



18 ANTHONY O. PUTMAN

themselves have a place in the practices of the community. Consider, for
example, the worlds of chess and physics. To say that a pawn is an
ultimate object of the world of chess is not to pretend that any actual
pawn cannot be analyzed into molecules and atoms; rather, it is
straightforwardly to observe that atoms and molecules as such have no
place in the practices of chess. (Molecule to QB-4? Guard your quark?)
As we shall see later in this paper, the choice of ultimates (and
therefore of worlds) in viewing organizations makes a critical difference.

Organization vs. Community

All of the preceding applies to communities of all sorts. Let us now
use this analysis to consider what distinguishes an organization from
other sorts of communities.

Again, let us start with the obvious. An organization is a community
that exists for the accomplishment of a specific, desired thing—the
"common, explicit purpose or goal" referred to in Schein’s definition.
That thing may be the manufacture and distribution of industrial tools,
improving the mental health and social welfare of the population of the
Volusia county catchment area, the moral and spiritual upliftment of the
Ann Arbor First Presbyterian congregation, the advancement of the
viewpoint and knowledge of transformational linguistics, fellowship with
like-minded entrepreneurs, or, indeed, any imaginable desirable state of
affairs.

This overriding purpose—what the French call the "raison
d’etre"—distinguishes an organization from other communities. A family,
for example, exists purely for its own sake; its entire reason for being is
simply to sustain itself as a social unit, and thereby make available to its
members the rewards and satisfactions of family life. This is not to deny
that participation in a family enables us to accomplish "specific, desired
things"; obviously, it does. But these desirable things are simply aspects
of family life, not the overriding purpose for which we became a family.
Indeed, one common way in which family life goes wrong is when one of
the family members treats the family like an organization—an efficient
means of ensuring comfort and hot meals, or frequent sex, or social
prestige, or whatever.

For the purposes of this paper we shall adopt the commonly-used term
"mission" to refer to that overriding purpose for the accomplishment of
which an organization comes into being and sustains itself.

It is difficult to overstate the importance of mission in organizations.
The mission serves as the primary anchor for the choice principles of an
organization. As a purely pragmatic matter, the members of an
organization must consistently choose those behaviors that most further
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the accomplishment of the organization’s mission; otherwise there is
little of the "planned coordination of the activities of a number of
people” which Schein (see above) correctly identified as definitive of
organizations. (Perhaps "purposive” or "intentional” might be better than
"planned” here, an admittedly small point.) As we shall see, there are a
number of fundamental practices of any organization which underlie its
successful functioning and which have to do with mission.

But concern with mission is not only a matter of pragmatics. I submit
that an organization’s mission is the foundation of its ethics. Among the
choice principles of any community are those which guide members in
deciding what is the ethically right thing to do. Members of an
organization typically face a dilemma: While the choice principles of
their society or religion give guidance regarding some ethical matters,
these principles often are little help in deciding day-to-day issues in
organizations. Of course, you don’t lie, cheat or steal; but how about
using company time to further your own education? Do you put your
people to work on your own pet project, or on cooperating with another
department? Which lines of research shall our company pursue? In each
of these, the answer is easy if one only considers self-interest, but it is
precisely such purely self-interested choice that is illegitimate in an
organization. As an organization member who is attempting to act
ethically, the fundamental reference point for ethical choice is: "Does
this make the greatest contribution to accomplishing our mission?" In
extreme cases, the ethical choice from the organization’s viewpoint may
violate the ethics of society at large, but we should not take this as in
some way diminishing the ethical force of concern for mission; this is a
familiar kind of dilemma, much like the conflict between concern for
family and concern for country in times of war, and should serve to
remind us that even the highest ethical principles lead us to the need,
finally, to choose.

Taking "mission” to be the distinguishing aspect of organizations, we
can quickly move to some further, related aspects which distinguish
organizations per se.

Practices. From among the social practices of any organization, two
sets stand out as especially important (Putman, 1980). The first have
been termed the "fundamental” practices. These are the practices which
are necessary for there to be any organization at all. The fundamental
practices include accreditation—the assignment of individuals to
statuses; degradation—the removal of an individual from a given status;
negotiation—the resolution of differences; adjudication—the third-party
resolution of disputes; and management. (Many theorists, e.g., Drucker,
1974, subsume the first four fundamental practices under management.
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I choose to list them separately because the first four are fundamental
to any community while management, as is asserted below, is uniquely
distinctive of organizations.) The concept and practices of management
will be discussed further below.

The second important set are the "core" practices. These are the heart
and soul of the organization, if you will: the practices which are uniquely
definitive of this specific organization. Core practices are intrinsic
practices, that is, they are engaged in by members with no further end
in mind and no need for further explanation as to why they are being
done. But core practices are more than just intrinsic; they are
mandatory, in the sense that every organization member is expected to
participate without significant reserve in the core practices. (Professors
may or may not attend faculty meetings. They may serve as advisors to
student organizations, write grant proposals, organize symposia—or not.
But they must contribute to the advancement of knowledge, through
research and scholarship, and its dissemination, through teaching and
writing, or else they are failing to participate in the core practices of the
university.)

Obviously, there is a close relation between an organization’s mission
and its core practices. Let us state it explicitly: The core practices of an
organization are those which comprise the accomplishment of its
mission. (Note carefully that this is not the same as "contributing to" the
mission—a fundamental point for managers.) Mission is embodied in
core practices; to put it less cryptically, mission is an outcome brought
about by successful participation in the core practices of the
organization. This basic conceptual point has significant practical
implications for building, managing and revitalizing organizations, as we
shall see below.

Statuses. The existence of mission as the central legitimizing choice
principle in organizations creates logically and pragmatically the need
for a special organizational status: what in more florid times might have
been called "the keeper of the mission". This special status takes as its
legitimate and primary concern ensuring that the mission is
accomplished, and that the resources of the organization are
appropriately utilized in that effort. Many terms exist for this status
(administrator, executive, director, superintendent, president, boss, etc.)
but following the overwhelming modern consensus we shall adopt for
this status the term "manager". The practices in which a manager
engages as manager will be termed "management practices”, or
"management” for short.

A small reminder seems in order here. "Manager" refers fundamentally
to a status—a place in the practices of an organization—not to a person.
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The individuals assigned the status of manager do not somehow
disappear into it, although this is the impression one would get from
reading most management literature. In understanding the tasks and
behavior of managers, we must not forget that we are dealing with actual
persons, with their entire array of person characteristics (see Ossorio,
1970/1981), who are filling a particular place in the specific practices of
an actual organization. Further, it is useful to remember that "manager”
may be (in fact, usually is) only one of many statuses filled in this
organization by this same individual. This multiplicity of statuses, with
their potentially competing claims on the individual, is one of the
inevitable, irreducible tensions one encounters in organizational life. To
speak of "management practices” is one thing; to expect purely
"management” behavior from any actual individual is quite another, and
certainly misguided.

With the above warning in mind, let us consider a few fundamental
practices of management which relate to mission. The organization’s
mission must be created, clarified, communicated to the members of the
organization, and committed to by them. Members must be encouraged
and assisted in creating plans and goals which lead to positive action in
pursuit of the mission. Jobs, roles and activities within the organization
must be defined and refined subject to critique of their contribution to
mission. Everyone must be held accountable in some manner for his or
her utilization of organizational resources: Was this a good and
responsible use of resources in the light of pursuit of mission? Finally,
the mission must be renewed, revised and revitalized in the organization
lest it become merely a slogan that has little impact on day-to-day
functioning. All of these are fundamental practices, in that they are
necessary for there to be any organization at all, and they are clearly the
responsibility of managers.?

This is a somewhat daunting list. If it serves to remind us that the
status of manager is no easy one to fill successfully, it can also serve to
point up the vital role authority plays in management. Among the
hottest topics for organizational theorists in the 1980s has been power:
its accumulation, use, distribution, etc. One can easily get the impression
from current literature that "authority" is an outmoded concept; in fact,
I believe we have simply lost track of certain basic and classic
distinctions. "Power" refers simply to the ability to get things done, in
particular to the ability to get others to participate in getting your thing
done; "authority” refers to power which accrues to an individual by virtue
of the position the individual occupies—in a word, by virtue of his or
her status. The key point here is that authority legitimately belongs to
a status; the individual exercising that authority does so legitimately only
so long as he or she occupies that status and is functioning as someone
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in that status. (Merely occupying the status of parent, to give a pointed
example, is no guarantee that one will act as a parent, as child abuse
statistics attest.) Using management authority while acting as someone
other than a manager (in self-interest, say, or to promote the viewpoint
of one’s profession within the organization) is an illegitimate use of
authority, albeit a common one. Organizations cannot function without
the appropriate use of authority any more than automobiles can function
without the appropriate use of steering wheels—but authority, like any
powert, can be abused.

One final status distinction should be drawn here: line vs. staff. This
distinction, rooted in military organization, is important but widely
misconstrued. Not all activities in an organization are part of a core
practice; many activities contribute to, but are not directly part of, the
accomplishment of mission, and some have no discernible connection to
mission at all. Practices and activities which are directly part of mission
accomplishment are "line"; all others are "staff®, and the individuals
carrying out these activities are known as line and staff, respectively.

Line by its very definition is at the core of any organization. Staff, by
contrast, is less central; in a very real sense, staff exists solely to enable
the line to do its job. Note, however, that there is no implication that
line is somehow more important than staff. Fundraising, for example, a
staff activity in any arts group, is arguably the single most important
function in the organization—try running an opera company without it.
Nonetheless, there are real differences between line and staff which must
be appreciated and managed if each is to thrive.

Members. The central membership issues for organizations stem, not
surprisingly, from consideration of mission and management. As
previously noted, membership in most communities is relatively non-
problematic: You either are a member or you are not, and rarely do
such questions as "Is he really one of us?" arise. One is born into many
communities (family, nation, church) or else goes through a type of "re-
birth" to join (adoption, naturalization, baptism); in others, one becomes
a member by virtue of recognizing in oneself and being recognized by
others as having the salient characteristics of a member. (Traditionally,
when one received a Ph.D., part of the graduation ceremony was a
welcome into the "community of scholars"—under the traditionally
reasonable assumption that anyone receiving this degree had
demonstrated the salient characteristics of a scholar.) In either case, the
rule is: Once a member, always a member. One can leave or be thrown
out, but either takes some doing and is the exception rather than the
rule.
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Membership in organizations, on the other hand, is a somewhat
different matter. An organization member must make a substantial
commitment to the organization’s mission; otherwise, no matter how
hard he may work or "involved" he may seem, the "member” is only using
this setting to advance his own personal objectives. In a community
there is nothing wrong with that; within usually very broad limits of
appropriateness, that is what communities are for. But organizations
fundamentally do not exist merely to provide a context for individuals
to advance their personal objectives; they exist to accomplish a mission,
and the mission takes precedence.

This fundamental connection between membership and mission has
several important implications for the relations between member and
management. (a) In practice, commitment to the mission implies
commitment to the authority of management. One commits oneself to
subordinate one’s own judgement and goals to those of the
organization’s management so long as one is acting as an organizational
member—hence the commonly used term "subordinate® to refer to
individuals in many hierarchical organizations. (It may be useful to note
explicitly that a person is subordinate to management authority, not to
the individual embodying that authority at any given time.) (b)
Management must concern itself with obtaining and maintaining that
commitment from members through the mission-related practices
mentioned above. (¢) In particular, managers must strive to maintain a
clear awareness on the part of members of the connection between the
member’s activities and accomplishment of the mission. (d) Both
managers and other members have a stake in the organization’s mission,
but those stakes are somewhat different.

Let us examine some of these implications further. A man from Mars
(or some close analogue, such as a teenager) might well ask: Why would
anybody choose to join an organization and subordinate themselves to
someone else? There are two possible answers, of course: Either you
believe the mission is important and you want to be involved in
accomplishing it, or else you see organizational membership as a means
of advancing your own personal objectives—or some combination of the
two. The "purely personal" type member poses a fairly straightforward
challenge to management: Give him enough opportunity to get what he
wants, while making it necessary to contribute to mission to get it. When
the return is not seen as worth the effort, or when he sees a better place
to fry his fish, the "purely personal” type member will leave—a clean,
basically self-interested transaction with no messy ethical residue so long
as, while a member, he kept his commitments.

The "believer” member is not quite so simple. A more-or-less explicit
contract exists between such members and management: One agrees to
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submit to management authority in exchange for management’s
commitment to see to accomplishment of the mission. Management’s
actions are at least ethically, and to some degree practically, constrained
by this contract. A "believer" (it goes almost without saying that actual
individuals rarely are either completely self-interested or believer types,
but rather have both motives to some degree) will expect to perform
tasks which contribute to mission, and will expect to see the connection
between tasks and mission clearly; it is management’s job to ensure both
the reality and the perception. But the constraint is both deeper and
more subtle than that. "Believers" by the very nature of organizations
have an ethical standing to call management to account for their actions
(in actual organizations, of course, this may be risky or impossible—but
that in itself is diagnostic of predictable problems with the organization’s
motivation of its members.) Authority has to do with action, not with
critique. (In terms familiar to Descriptive Psychologists, authority is an
aspect of the relationship between two Actors and has no legitimate
place in the relationship between Critics, since the latter explicitly
assumes appeal to shared standards which both parties are competent to
apply.) Thus, management theorists commonly observe that excellent
managers encourage outspoken discussion and even disagreement during
planning and debriefing, while demanding whole-hearted teamwork and
commitment once the action decision is made.

Since in actual organizations both members and managers ar¢ actual
individuals rather than archetypes, the relation between "believers" and
managers lead to some of those "irreducible tensions of organizational
life" mentioned above. "Believers” can be difficult to manage, particularly
in volunteer organizations where the personal interests of career and
livelihood are not at stake. Care must be taken to provide context and
ample opportunity for members to question management and its actions,
but care must also be taken to distinguish such times from the day-to-
day activities of the organization in which subordination and
commitment are required.

The primary tension for managers lies in the normal human tendency
to identify with one’s status. It is a very short step indeed from "I am a
manager” to "Le Management, c’est moi". That short step occurs when
a manager fails to distinguish those occasions when she is functioning
as a manager from those occasions when the status she is acting as is
something else—member, say, or financial analyst, or technician. Failing
such distinction, a manager sees everything she does as the actions of
management, and increasingly will fail to distinguish between advancing
the organization’s mission and achieving her own goals. Indeed, in the
final stage of this breakdown (which, in reality, is where many managers
start) the manager sees her personal goals and the organization’s mission
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as inherently one and the same. There are both ethical and pragmatic
problems with this sort of preemption. Ethically, it is simply illegitimate;
the manager is using authority that was meant for accomplishing mission
to pursue ends that have nothing inherently to do with that mission.
Pragmatically, this stance leads to chronic conflict with "believers”, who
have a personal investment in the mission and will see its preemption
as both a threat to something they value and a violation of their basic
contract with management. They will struggle, resist and eventually, if
all else fails, leave—leaving the field to those for whom sc¢lf-interest is
the primary motive. To say that this robs the organization of its vital
core is to understate the reality.

What are managers to do, then? Let us again acknowledge explicitly
that many individuals who manage organizations do so purely for the
self-interested rewards: they want the power, prestige, money or else
they just like to run things, and that’s that. Such individuals would view
the notion of being constrained by mission or the membership or ethics
as unacceptable, hopelessly naive, or fuzzy-headed: "That’s not how the
real world works". In an era in which corporations are being publicly
looted by financial pirates who are hailed in the press as folk-heroes,
there is something to be said for that point of view. Fortunately, it
appears that the thieves and psychopaths in management are more
visible than numerous; I believe that the vast majority of managers want
to do what is best for the organization. Managers must begin by
recognizing that they have been entrusted with the mission; it is not
theirs to do with and change as they see fit. In particular, managers must
take care to involve members—especially "believers"— in periodic
review, affirmation and, as needed, change of the mission. Any change
of the mission must be done with the involvement and consent of the
members, or else management should count on a great deal of turmoil
and turnover in the membership—with some of the most committed
people leaving. In the second part of this paper we will examine some
specific methods for affirming and revising mission.

World. If the social practices represent a repertoire of what there is
to do in an organization, its world represents a repertoire of what there
is to do with, to and within. Everything one encounters in an
organization—the people, the products, services, tools, furniture,
procedures, deadlines, rituals, celebrations, structures, legends, policies,
everything—is part of the organization’s world.

How can we characterize an organization’s world? A simple catalogue
of constituents is one approach, but it is not a very informative one. Any
world has a kind of coherence that is not captured by a list of
components. Things fit together systematically; the existence of one
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object logically demands the existence of certain other objects and
certain processes, which stand in certain relations one to the other. (The
existence of a lathe as part of an organization implies the existence of
metal to be worked, lathe operators and their procedures, and metal
fabrication as in some way connected to the accomplishment or support
of the mission.) The various "systems" views of organizations, as
previously mentioned, are responsive to this basic coherence; while one
must be careful to avoid reductionist traps, it seems appropriate to
characterize an organization’s world as a system.

But what kind of system? Here we must proceed with caution. It is
clear that more than one type of system is involved; the terms and logic
that make sense of lathes/lathe operators/metal fabrication do very little
for making sense of employees/supervisors/attitudes/motivation—and vice
versa. It has become common to speak of several different systems (e.g.,
the technological system, the administrative system, the human system)
as "interfacing" parts which together comprise the whole. But there are
chronic problems created by this "system of subsystems" view. The most
glaring one is that of assigning various objects to the subsystems—they
won’t stay put. Jim Wozniak obviously is part of the human system. But
he is part of the technological system as a lathe operator, and part of
the administrative system as a union officer. Which subsystem does he
rightly belong in? Further, it is clear that a change in the technological
system—the computer is down—has an impact on the human
system—customer service representatives are increasingly frustrated and
demotivated. But how exactly does a change in one subsystem bring
about a change in another—what exactly are the "interface mechanisms?"
Note how easy it would be to take that last question seriously and begin
investigating interface mechanisms. We are in the position of the old
woman who swallowed a fly, then a spider to catch the fly, then a bird
to catch the spider which she swallowed to catch the fly, then . . . until
she swallowed a horse and died. Taking the lesson of the old woman to
heart, I propose that we not swallow the fly.

Instead, consider this alternative formulation. Each organization is in
reality a unified whole, within which exist many different worlds. These
separate worlds are not related to one another the way pieces of a jigsaw
puzzle are related; they are related in the same way different engineering
drawings of the same camshaft are related, or different eyewitness
accounts of the same event are related. That is, the worlds of an
organization represent the whole organization as seen from different
perspectives. As previously noted, different worlds stem primarily from
different choices of ultimate object, process and so forth; what these
(sometimes strikingly) different views have in common is that they are
views of the same organization.
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This formulation has some immediate implications. To begin with, it
makes explicit both the remarkable diversity of different systematic views
of organizations—we are literally talking about different worlds—as well
as their inextricable interconnectedness, since each is a view of the same
organization. Further, it helps us to make sense of the commonly-
observed fact that a change in the organization which seems positive
from one perspective may be invisible from another and seem quite
negative from yet a third (this point will be elaborated below). In each
case, what is changed is the organization—but how the change appears
is different depending on which world we are looking at.

This leads to an important point: We have no access to the
organization other than through some view of it, that is, via one of its
worlds. Just as there is no engineering projection which is really the
camshaft by contrast to the others which are merely views of it; just as
there is no eyewitness who can claim to tell us what really happened, by
contrast to the others who are only giving their version; just so, there is
no world, no systematic view of an organization which can be taken to
be the real organization by comtrast to the others which are merely
alternate ways of looking at it. This is an important point because, as we
shall see, the organization as seen from certain statuses appears to be
really one of its worlds—but which world appears to be the real one
depends on which status one is occupying. A strong implication of this
insight: Managers and theorists will be well advised to master each of
the worlds eclaborated below if they hope to grasp what they have in
common—the organization itself.

Every organization is comprised of at least three important and
distinct worlds: the world of people, the world of machines and the
world of numbers, to name them by their ultimate objects. Each of these
worlds has its own "logic”; it makes sense in the ways that its ultimate
objects, processes, etc. make sense. Each represents a view of the entire
organization; in effect, in shifting from one to the other we put on a set
of lenses through which we see the entire organization with the logic of
that world.

Table 1 summarizes some of the basic constituents of these three
worlds. Let us look at each in more detail.

The World of People. When we look at the organization with the logic
of people, we see persons acting and interacting. The ultimate "object”
in this world is the person per se; the ultimate process is the behavioral
process of action.

Saying that persons are the ultimate object in this world is not to
imply that somehow we have eliminated machines or turned them into
people (no need to issue Social Security cards to the desks). Machines
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Table 1

Three Worlds of Organizations
Logic of: MACHINES PEOPLE NUMBERS
BASIC:
Object machine person number
Process operation action accounting
Outcome production achievement bottom line
Relationship causal contributory arithmetic
Strong suit precision significance control

are part of this world, but their fundamental place here is within the
activities of people—they are tools, mechanical means of extending the
capabilities of people. Likewise, processes other than action and
interaction are seen, but always in the light of their connection to the
activities of people—a technical process for cracking petroleum, for
example, might be seen as a complex step in the social practices of
petroleum engineers. Everything is seen, and it is seen in the light of its
connection to people and their activities.

To say that people and action are the ultimates here is explicitly to say
that describing this world and managing it require the conceptual
resources of behavioral science, especially Descriptive Psychology.
Looking at the organization with the logic of people, we see persons and
their characteristics: skills, knowledge, values, motivations, attitudes,
interests, beliefs, etc., all of which are seen as directly relevant to the
functioning of the organization. We see action and interaction, with its
related concepts: status, communication, goals, leadership, information,
eligibility, relationship, tools, teams, competition, cooperation, meetings,
etc. Managing from the logic of people is essentially a matter of
leadership; first attention is given to maintaining the commitment,
connection and capabilities of people.

Two other "ultimates" of this world should be mentioned, since they
are important conceptual anchors in Part II of this paper. The ultimate
event, or outcome, in the world of people is achievement—the result of
action. The ultimate relationship (of person to person, action to action,
person to actionm, etc.) is contributory, that is, the one makes a
contribution to the other. As we shall see, this contrasts in pragmatically
important ways with the ultimate relationships of the other two worlds.
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The World of Machines. Looking at the organization through these
lenses, we see machines and mechanical systems operating to produce an
end product. We see raw materials or parts as input into the initial
stages of the process; some operation is performed on them and they are
output, moved along to the next stage as input, where another operation
is performed, etc., until the final product of the system is produced. The
ultimate object is the machine; the ultimate process is operation
resulting in the ultimate outcome, production.

People in this world are seen in the light of their relationships to
machines—as operators, maintenance workers, etc.—or as a kind of
(more or less unreliable) machine themselves. Their actions are treated
as any other operation in the system, studied and programmed for
maximum efficiency. People are fundamentally units of production in
this world.

This is the world of the technician and the engineer. Relevant
concepts include input, output, operation, logistics, production,
feedback, methods, technology, procedure, measures, efficiency,
maintenance, etc. Great value is placed on accuracy, information and
precision. The ultimate relationship here is causal: Information about
the input and the desired output determines absolutely the operation to
be performed; a given input and a given operation will always produce
a specifiable output (if not, an error has occurred). A manager viewing
the world of machines functions fundamentally as a head technician or,
as Fukuda put it, a "managerial engineer" (Fukuda, 1983). The
fundamental task is getting the system of production working right, and
keeping it that way.

The World of Numbers. Both the world of people and the world of
machines have a certain intuitive appeal; after all, both people and
machines are familiar objects in our everyday experience, and it is easy
to see how one could take them as "ultimate”. Numbers are a little
different in that regard. Most of us are not accustomed to dealing with
numbers as real-life objects, let alone as ultimates, but that is precisely
what we encounter in the organizational world of numbers. It may be
difficult at first to see an organization through these lenses—unless you
are accustomed to it, in which case it may be difficult to see the
organization in any other way. (This is not merely a flip comment; a
quick look at the curricula of most prestigious business schools would
persuade one that the world of numbers and the world of management
are one and the same.)

What does one see when one looks at the organization through the
lenses of numbers logic? Fundamentally, one sees numbers—quantities,
ratios, measures, classifications, etc. This is not to imply that chairs are
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somehow magically transformed into integers, but rather to say that the
fundamental facts about the chairs are all numeric: How many do we
have? How much did they cost? Depreciated at what rate? Expensed or
capitalized on the books? How many of what kind go in the office of a
GS-14? The production line does not disappear, it is seen as a flow of
quantities: 1000 cases of raw materials input at $125 cost per case,
processed at a rate of 150 per hour with 2% error, requiring two initial
machines and one finishing machine, producing forty units output per
hour at a cost of per unit of $376, which can be sold within ten days at
a 20% margin. People are quantities: job classification, so much skill, a
certain level of experience, salary, production quota, a specific place in
the hierarchy, a designated amount of authority. The ultimate process in
the world of numbers is counting (measuring, if you prefer); in this
world, quite literally, if you can’t measure it, it doesn’t exist.

This is the world of the accountant and administrator. Relevant
concepts include accounting, classification, allocation, reporting,
investment, margin, ratios, hierarchy, delegation, resources, policy. Most
managers with business-school backgrounds have been trained to see the
organization primarily with this logic (managers with primarily machine-
logic background often call them "bean-counters") Its ultimate
relationship is summative; things either add to or subtract from the
ultimate outcome, which is known by one of the more familiar and
overworked phrases in the modern vocabulary—the "bottom line".
Managing from the logic of numbers is fundamentally a matter of
making the numbers turn out right. (One prominent management
theorist, Porter, 1985, goes so far as to assert that the single measure of
management success is the production of "better-than-average" margins
compared to competitors in the industry group.)

When Worlds Collide . . . By now certain facts about the world of
organizations should be self-evident: (a) The organization looks very
different depending on which world you are looking at. (b) What you
can do well, or at all, within an organization depends largely on which
of its worlds you are inhabiting. (¢) Each world has its strong suits,
enabling one to do certain things well. (d) Each world has its weak suits
and blind spots. (e¢) The potential for collision between these different
worlds is tremendous. (f) All the preceding notwithstanding, the
organization itself is a single unified whole.

Perhaps the single most important implication of these facts is this: A
manager or theorist who hopes to do justice to an organization must
move competently within and between each of its worlds, as appropriate.
The strong suit of people logic, for instance, is significance: seeing the
important, the right thing to do. But do not try to design a gene-splicing
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process using people logic; for that you need precision, the strong suit
of the machine world. And, lest we waste time and other resources, we
need numbers logic and its strong suit, control. Using the wrong logic
to address an organizational concern is like using a hammer to open a
paint can: while you may succeed, you are likely to create quite a mess
in doing so.

Summary

Let us summarize in broad strokes what has been presented in Part L.
An organization is a human community, and therefore is characterized
fundamentally by its members, practices, statuses, choice principles,
concepts, locutions, and world. An organization exists for the
accomplishment of its mission—a specific, valued state of affairs—and
its core practices are directly related to mission. The mission provides
both pragmatically and ethically an anchoring point for the choice
principles of the organization. A special mission-related status, that of
manager, exists to see to the effective and efficient pursuit of the
mission; authority is invested in managers for the accomplishment of
mission, and all other members agree to subordinate their independent
agency to management authority. Members are either part of the
line—directly involved in accomplishing the mission—or staff, involved
in supporting the line. The world of the organization looks different
depending on which systematic logic one uses: three important
organizational worlds are those in which people, machines and numbers
are the ultimate objects.

Building on these fundamental concepts, let us now turn to Part II of
this paper, in which some methods for organizational intervention are
derived and discussed.

PART II: METHODS FOR ORGANIZATIONAL
EFFECTIVENESS

Productivity Assessment and Improvement

Productivity is an important indicator of the overall effectiveness of an
organization. Over the last ten years or so, the topic of productivity has
attracted a great deal of attention in management circles, owing partly
to the wide-spread perception that we could do better with the resources
we have if only we knew how. It is also a clear example of the difficulties
one encounters when a problem is approached using the wrong
organizational logic.

Productivity is a term borrowed from economics, where it is defined
as units of product output per unit of labor input. That is, productivity
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refers to how much labor we have to put in to get out our final product
(or service, of course). Produce more with the same amount of labor,
productivity goes up; produce less with the same Ilabor input,
productivity goes down. As such, it seems clear that productivity is a
reasonable indicator of how well we are doing in using our resources for
their intended purpose, the accomplishment of mission.

Obviously productivity is not a perfect indicator, since it includes only
labor and neglects all other resources; a business can spend itself into
bankruptcy automating in pursuit of productivity gains. With a little
common sense and a few other ratios (return on capital, for example) a
good numbers manager can get a lot of mileage from careful attention
to productivity.

But what to do when the numbers indicate that productivity needs
improving? The numbers can tell us that attention is needed; that is
their purpose and strong suit. But they cannot tell us what to do about
it. For that we have to turn to another logic, and here is where the
problem typically begins because, as thoughtful readers have no doubt
already observed, the standard definition of productivity is a numbers
world fact derived from a machine world systematization. The systematic
model to which productivity numbers direct our attention is the
mechanistic input-operation-output model, but the primary input into
the system—that all-important denominator in the equation—is labor,
the productive activities of people. To the extent that our productivity
improvement efforts focus exclusively on mechanical matters, we can
safely rely on the input-operation-output model—but this is seldom the
case. Far more typically we find that productivity improvement is a
matter of somehow getting people to be more productive, and for that
we need the far more complex logic of people and achievement to see
what to do. To nail this point down with a slogan, consider this choice
principle for managers: "Machines produce; people achieve”.

Improving human productivity, then, boils down to increasing human
achievement. How can this be done? Fortunately, Descriptive Psychology
provides a straightforward and powerful answer to just that question via
the parameters of Intentional Action (Ossorio, 1970/1981). To change
a person’s achievement we can change one or more of the following
parameters: know, know how, want, performance, eligibility.® Since one
available form of behavior description is the achievement description,
which identifies the action by reference to its achievement (Ossorio,
1969/1981), it seems not inappropriate for our purposes to refer to these
five as the "parameters of achievement". It is by reference to these
parameters of achievement that managers will find their most powerful
means of improving productivity. Let us examine them each in detail.
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Achievement. To know how to improve, we must first know what to
improve. Our anchoring point, of course, is the final product or service,
but this barely gets us started. We must give thoughtful attention to the
following questions in order to specify achievements for improvement:
Who contributes directly to the end product/service? Who contributes
indirectly, but nonetheless necessarily? Who contributes important but
if need be dispensable support to the end product/service? What,
specifically, must each of these individuals achieve (and to what
standard) as their contribution? Which of these contributions results in
some tangible product, and which results in achieving some desired but
not product-bound state-of-affairs? (Thoughtful analysts, e.g., Shostack,
1984, have observed that few of the really important contributions to an
end product/service take the form of an interim product. Many
productivity-improvement efforts, however, begin by specifying "outputs”,
which are all products. Not surprisingly, many productivity-improvement
efforts fail.) What would we take as evidence that each of these
contributions had been achieved to acceptable standard? Finally, what
specific achievements among these do we want to target for
improvement? We shall refer to these as the "targeted achievements”
hereinafter.

Know. This parameter is a very familiar one to managers; it forms
part of the stock-in-trade of their training departments. In brief, every
achievement requires the successful making of certain specific
distinctions. This is referred to in Descriptive Psychology as the "Know"
parameter of the action. In practical terms, we need to examine three
categorics of knowledge to spot opportunities for improvement: facts,
concepts, and perspectives.

For each targeted achievement, we need to ask: What facts does the
individual need in order to achieve this? How does s/he get these facts?
How are these facts updated, and how successful/reliable is the
updating? What concepts are required to achieve this? (Consider both
technical concepts, e.g., "variable-rate mortgage", and
organization-specific concepts, €.g., "loan approval team".) How are these
concepts acquired, and what evidence do you have that the individuals
have actually acquired them? Is their mastery of the concepts sufficient
for this achievement? What is the usual perspective an individual brings
to the targeted achievement, and what perspective(s) is required to
achieve this? (For example, bank tellers may view taking a customer’s
deposit from a purely technical, processing perspective—make sure the
right forms are filled out, copy A to the customer, B to operations,
etc.—whereas we need tellers to take a human-interaction
perspective—greet the customer, watch for non-verbal signs of
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impatience, etc.—in order to increase cross-selling of bank services.) Any
of these may reveal opportunities for improving the targeted
achievement.

Know How. Knowledge must be joined with skill—"know how"—to
bring about achievement. Relevant questions are: What technical skills
are required for this achievement? What "cultural” skills—political or
organizational savvy—are required? Do the individuals have these skills
in sufficient degree? How do we know they have them?

Want. Knowledge and skill are human capabilities. As such, they are
very roughly analogous to the capacities of a machine, and it would not
be surprising to find a machine-world manager noticing their
importance. Machines, however, have nothing even remotely analogous
to the "want" parameter; only people want a particular state of affairs
and act on that motivation. Accordingly, this source of achievement
improvement is less often skillfully utilized in most organizations.

There are four categories of "wants" to consider regarding the targeted
achievements: intrinsic, extrinsic, competing and counter.

"Intrinsic” and "extrinsic" are classic distinctions in the literature of
behavioral science. Intrinsic refers to an action that is engaged in for its
own sake, for the intrinsic satisfaction of doing it, with no further end
in view; extrinsic refers to an action engaged in simply as a means to
obtaining some other, intrinsically valued thing. It is difficult to
overstate the importance of intrinsic motivation in the functioning and
maintenance of organizations. (This topic will be elaborated further in
this paper in the section entitled "Work, Satisfaction and Growth".)
Intrinsic motivations are essentially self-propelling; all that is required
to initiate action is a perceived opportunity to act on them. Achievement
occurs routinely to the extent that undertaking the targeted achievement
is an opportunity to satisfy intrinsic wants.

For each targeted achievement, ask: What does the individual find
most satisfying about achieving this? What does s/he find most
intrinsically satisfying about the task itself? the environment within
which the task is accomplished? Does this task offer the individual good
opportunities for achievement? problem-solving? teamwork? service? In
sum, what (if any) intrinsic wants are actually satisfied by this
achievement?

Extrinsic motivation is the classic "carrot and stick" model. The
individual accomplishes the task as a means either of getting some
desired reward or of avoiding some undesirable consequence. In either
case, the impetus to action lasts only until the carrot is obtained or the
stick avoided. (This should not be taken as campaigning against the use
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of extrinsic motivation, but rather as merely pointing to one of its
characteristic features. No organization can run purely on intrinsic
motivation; I have yet to meet the person, for instance, who fills out
time sheets or tax records for the sheer satisfaction of the task itself.)
Consider these questions: What actual reward (if any) does the
individual get for successful completion of the targeted achievement?
What specific negative consequence does s/he avoid by the achievement?
Are these rewards clearly and directly linked, in actual practice, to the
targeted achievement? Or are they of the form, "Their reward is a
paycheck and continued employment”, which in almost all cases turns
out to be little more than rhetoric?

"Competing wants" refers to the fact that, at any given time, an
individual may have stronger reasons to do something else, instead of
the targeted achievement. We may want assembly-line workers to pay
careful attention to quality defects, but they may perceive stronger
reasons to meet their production quotas and take chances with quality.
For each targeted achievement, ask: What competing wants are there?
How strong are they? How can we restructure the situation to change
the relatives strengths of these wants?

Finally consider "counter” motivations—resistance. Resistance refers
to a motivation to not do what you are trying to get me to do; it is
invariably the result of perceived coercion (Putman, 1985). Look at the
targeted achievement for a moment strictly from the point of view of the
individual undertaking it. In doing it the way we want it done, is s/he
"giving in" in some way? To what, or whom, is s/he giving in? By doing
it this way, is the individual acting as a kind or person or role s/he wants
to avoid? (For instance, many department store clerks see themselves as
primarily serving the customer’s needs. To be required to try to sell
"add-ons"—a second pair of glasses, a belt to match the pants—is often
seen as "becoming a salesman”, a lower-status role in their eyes.)

Taken together, careful consideration of motivations can often reveal
avenues for improved achievement.

Performance. Performance improvement is the realm of the industrial
or management engineer. This looks at the specific ways in which the
task can be performed, and asks: Are there preferred ways of doing it?
Is the preferred method known to the individual, and is it known to be
preferred? What provision has been made for ensuring that the best
methods are actually and consistently used? For ensuring that the best
method is frequently reviewed, "recalibrated” and improved upon? What
tools and technology are needed to accomplish the targeted
achievement? Are they available to the individual when, where and as
needed? Do the individuals have the needed skills in using these tools?



36 ANTHONY O. PUTMAN

What job-aids are called for, and how are they provided? Fukuda (1983)
brilliantly explicates this approach.

Eligibility. The final parameter of achievement is the most frequently
overlooked. Eligibility refers to having the necessary permissions and
endorsements—in one’s own eyes as well as in the eyes of others—to act
as needed to achieve. For instance, I may be strongly motivated to
institute consensual decision-making in our organization. I may know
everything I need to know to succeed; my skills may be first-rate, with
well-practiced methods. But if I am a newly-hired supervisor whose
superiors strongly believe in making decisions at the top and handing
them down, 1 not be eligible in anyone’s eyes to institute consensual
decision-making—and so will fail if I try. Some seldom-asked but crucial
questions are: Are the individuals eligible in their own eyes to achieve
the targeted achievement? How do you know—what has been done
explicitly to make them eligible? In what other eyes must they be
eligible? Are they? And again, what has been done explicitly to make
them eligible?

In summary, productivity improvement is an important and complex
matter. The foundation of productivity is the achievements of the
individual persons in the organization; accordingly, we must view
productivity with the logic of people in order to see how to improve it.

Work, Satisfaction and Growth

So far we have concerned ourselves almost exclusively with the
organization itself—its mission, management, concerns and so on—as
seen by an organizational theorist or a manager. Let us consider in this
section a somewhat different view: the organization and its place in the
lives of its members. In particular, we shall explore the topic of "job
satisfaction", and some means of improving it.

In the twentieth century, Freud said it first and best: the two basic
requirements for satisfaction in living are "Lieben und Arbeiten"—Love
and Work. Considering the divorce and never-married statistics, Love
seems in somewhat straitened circumstances these days; accordingly,
individuals have a great deal riding on Work. And the plain fact is, for
the large majority, work occurs within an organization.

It is not surprising, then, that for many people their work organization
looms very large indeed. This fact has lead many theorists, from Maslow
(1954) and McGregor (1960) onward, to explore the roots of job
satisfaction. From their explorations have come a fairly commonly-
accepted set of "needs” (such things as security, autonomy, recognition,
achievement, power, self-actualization) the satisfaction of which, it is
said, result in job satisfaction. (Conversely, the lack of satisfaction of
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these needs is used to explain job dissatisfaction.) There is a certain
commonsense appeal to this sort of thinking, but there are also some
difficulties with it. I would like to suggest a somewhat different
formulation that preserves the commonsense appeal while steering
around the difficulties.

The primary problem with the need-satisfaction approach is its
assumption that job satisfaction requires explanation by reference to
some other sort of satisfaction. On the contrary, I would suggest that, as
Freud implied, work is the sort of thing that ordinarily "produces”
satisfaction on its own. To be more exact, consider this proposition:
Satisfaction accompanies participation. Participation in a family
("Lieben") or participation in the practices of an organization
("Arbeiten"); in either case, it is accompanied by satisfaction unless
something occurs to prevent it. In short, it is the lack of job satisfaction
which calls for an explanation. Further, we can stipulate the form the
explanation can take: Job dissatisfaction is the result of conditions which
interfere with the individual’s straightforward participation in the
practices of the organization. We could, using the resources of
Descriptive Psychology, construct an a priori categorization of conditions
that interfere with participation. Long experience with helping
organizations promote job satisfaction leads me to narrow the categories
to two essential ones: problems of resistance and problems of
significance. Problems of significance lead to people who carnot
participate; problems of resistance lead to people who will not. In either
case, job satisfaction is lacking. I have dealt extensively with methods of
managing resistance elsewhere (Putman, 1985); in any case, problems of
significance are substantially more common and important, so we shall
examine them in detail.

Significance. Consider a worker who is attempting to participate in the
production of a quality product, but who has no real standing to suggest
ideas for improvement of the product or its manufacture. As indicated
above, the worker lacks eligibility to participate in some important
practices; s/he in effect is being told, "Do your part and leave the
thinking to us". The result is a degradation of the significance of the
worker’s activities, and predictable job dissatisfaction.

Participation and significance are crucial and subtle concepts. A useful
paradigm of participation is provided by games. Participation in any
game—baseball, chess, or whatever—has certain paradigm features:
(a) Participation is intrinsic; it is done with no further end in mind.
(b) Participation consists of engaging in some particular and
characteristic activities (fielding and throwing the ball; moving a bishop)
none of which are themselves intrinsically significant and satisfying.
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(c) Participation in the game is accompanied by satisfaction—specifically,
the kind of satisfaction players of this game get from playing it.

A few important points can be derived from this paradigm. First, note
that it is the playing of the game as a player of the game which is both
intrinsic and significant. Remove the context provided by the game or
the status of player, and significance collapses. Batting practice is at best
a necessary evil for many baseball players, and almost everyone hates
practicing bunts; batting and bunting in a game, while in performance
terms exactly the same activities, are simply a different matter
altogether. The difference lies in playing the game. The young man who
plays chess purely to impress his date with his intellectuality is playing
a game—but he isn’t a chess player, and whatever satisfaction he gets
will not be the satisfaction of playing chess. The game itself is what
makes the activities in the game significant; only players of that game
can participate and get its satisfaction.

This paradigm of participation fits quite well for the practices of an
organization. It directs our attention to two facts: (a) practices cluster
into intrinsic work patterns which are the organizational equivalent of
games, in that they provide a context within which specific activities
acquire significance, and (b) just as some people are baseball players but
hate chess (and vice versa), each individual in an organization will
happily participate in some of these intrinsic work patterns but will be
left cold by others.

Experience and reflection lead me to identify four intrinsic work
patterns that together seem to account for virtually all job satisfaction:
achievement, problem-solving, teamwork and service. (There certainly
may be other, equally important patterns, but they have not come to my
attention.) Participation in any of these requires the existence of certain
conditions, just as one needs pieces and a board to play chess.
Dissatisfaction is frequently the result of one or more necessary
condition being unmet, which makes participation in that pattern
impossible. Let us look briefly at each pattern.

Achievement. This is undoubtedly the most familiar and widely
available of the intrinsic patterns. It has traditionally been seen as
having the strongest appeal for the greatest number in our culture,
although I believe that is arguable. Unquestionably it is the source of
very substantial satisfaction for many achievers, and equally substantial
frustration for would-be achievers whose participation is blocked for lack
of a necessary condition.

The satisfaction of achievement centers on the achievement itself.
There are four necessary conditions for the intrinsic pattern of
achievement to be available; the lack of any one of these makes
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participation impossible, just as it is impossible to play soccer without
a ball. The necessary conditions are: (a) Goals. Not just any goal will do,
of course. At the least it must be a high enough goal to present a real
challenge, while not seeming clearly impossible—neither three feet nor
seven feet will motivate me to achieve in the high-jump. And for some
in the organization, there must be a clear connection between the goal
and mission; otherwise, it is "just a game". (b) Methods and resources.
Unless one can see some method for attaining this goal, and has the
needed resources, there is no reasonable chance of achievement. Actually
reaching the goal under these circumstances is a matter of luck, not
achievement. (c¢) Standards. Setting a goal of bringing in four new
accounts this week will not by itself create conditions for achievement,
even if one can see how to do it. One needs standards to assess just how
much an achievement "four new accounts” represents. Standards cannot
be arbitrary; even if they are only comparative, they must have some
credible basis or else they may be seen as coercive and will likely
undermine achievement by creating resistance (see Putman, 1985). (d)
Feedback of results. While this is obvious, it is nonetheless overlooked
surprisingly often, particularly when the results in question are rather
intangible or subjective, like customer satisfaction.

Problem-solving. Checkers resembles chess, in that both are played on
the same board, but they are nonetheless very different games which are
satisfying to a very different group of players. A similar relationship
holds between the intrinsic pattern of achievement and that of problem
solving. Both involve accomplishment, but this resemblance can be very
misleading. To the achiever, getting to the goal is what the game is all
about, and one solves whatever problems one must in order to do so. To
the problem-solver, the solving of the problem is everything; reaching
some goal as a result of solving the problem may be nice, but it is
clearly secondary.

Conditions necessary for the problem-solving pattern are: (a) Intrinsic
interest. Not just any problem will do; "uninteresting” problems are just
a headache. The problem must be intrinsically interesting to the
individual to stimulate efforts to solve it. (b) Criteria for success. How
will we know that the problem has in fact been solved? It is a truism
that, before you can set out to solve a problem, you must know what
would qualify as a solution—but surprisingly often people are given
"problems" to solve for which the criteria are unclear. (c¢) Tools and
support. The worst thing you can do to a dedicated problem solver is
give her an interesting, clear-cut problem and then refuse the tools or
support necessary to get the job done—but, again, this happens with
surprising frequency in some organizations.
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Teamwork. Some people find great satisfaction in being part of a well-
functioning work team. Achievements and problems in this pattern are
simply part of the context in which teamwork occurs. Necessary
conditions for teamwork are: (a) Interdependence. It has to be a real
team, in which the success of one individual’s efforts depends
substantially on the efforts of team-members. Merely sharing an
organizational umbrella or being designated a team is not enough. (b)
Communication. Team members must keep each other informed of
relevant activities and progress. (c) Negotiation. As differences arise, a
team settles them primarily among themselves via negotiation; otherwise
it becomes a group of prima donnas. (d) Leadership. This is required for
the individual efforts of the team members to amount to an overall
effort.

Service. The satisfaction that accompanies serving others is powerful
and, I believe, vastly underestimated and underesteemed in our society.
The traditional view has it that Americans (especially American males)
are primarily achievers; by contrast, finding satisfaction in service is seen
as much less satisfying, less prevalent and probably due to low self-
esteem. Perhaps this pejorative view of service stems from association
with such notions as servant and servile; whatever its origin, it is
patently inaccurate. In my experience most people are hungry for
opportunities to serve, and find tremendous satisfaction in doing so.
This may be, as the late Ron Lippitt maintained for years, the great
untapped resource of our organizations.

The conditions for service are straightforward: (a) Access. One must
have access to whomever one is serving; for example, you cannot expect
an administrative assistant to serve you well while denying him regular
access to you. (b) Relationship. Service is a person-to-person thing; it
depends on and occurs through the relationship between the individuals.
"Impersonal service" is a contradiction in terms. (c) Clear expectations.
How can I serve you if I am not sure of your expectations and standards
of service? You can have your tea with milk or lemon, one lump or two,
however you like it—but only if I know how you like it.

I would like to conclude this section with a few intentionally
provocative thoughts regarding work and "growth". In the 1960s and
1970s, a myriad of "growth” or "human potential" methods appeared,
each attempting to remedy in some degree a perceived rigidity and
stultification in the lives of ordinary folk. One result of this time of
exciting experimentation was an unspoken consensus that "growth" is an
extraordinary event, highly desirable, and requiring special attention to
ensure its taking place. I would like to file a minority opinion. The study
of persons and organizations have lead me to the conclusion that
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growth—by which I mean a significant increase in an individual’s
actualized behavior potential—is an ordinary result of participation in
everyday work. This is not to say that growth is undesirable; quite the
contrary. I mean simply that genuine participation in work is a deeply
satisfying matter, which calls out and refines the best in us. The
necessary conditions for growth are the same as for living itself—"Lieben
und Arbeijten". Living is growth, unless something occurs to strip living
of its significance. In that case, take care of living; then growth will take
care of itself.

Mission Clarification, Implementation and Renewal

As the final topic of this paper, let us consider, once again, mission.

If an organization is a community with a mission, it follows that, as an
organization loses its focus and vitality, it degenerates into a mere
community. This is the last and most central of the "irreducible tensions"
of organizational life, a rough paraliel with the physicalist notion of
entropy: with the passage of time, unless steps are specifically taken to
avoid it, the focus on mission in an organization (and therefore the
alignment and congruity of the actions of individual members) becomes
increasingly diffuse until it becomes indistinguishable from a community
with no mission. At this point, the "organization" either continues as a
classic self-sustaining bureaucracy with little purpose other than
maintaining its own existence, it is taken over by someone who infuses
it with a new mission, or it collapses. It is to avoid such degeneration
that methods dealing with keeping mission alive are needed.

The first set of methods deal with mission clarification. Since mission
is meant to serve as a "guiding star" for behavioral choices within the
organization, it is vital that the mission be very clear to each
member—and that each member has the same clear image. Of course,
top managers can clarify mission by decree, but this is rarely very
effective in an on-going organization; there is a strong and legitimate
tendency to see management as over-stepping the bounds of their
authority by coopting mission, which "belongs” to everyone in the
organization. To get both clarity and consent from the members requires
a more engaging process. Let us look briefly at two such processes which
have been used to good effect in organizations: "futuring” and
"distillation".

The futuring method relies on the members’ ability to project mission
into a vision of its accomplishment. (I may not be able to tell you
exactly what our mission is, but with a little support I can describe to
you what things will look like when we have accomplished it.) Members
are asked to "take an imaginative trip into the future of this
organization” (say, eighteen months from now) with the stipulation that
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"we have done very well indeed in accomplishing what we set out to
accomplish”. Individually, members write down "everything you see and
hear as you look down on this future organization that is an indication
that pleases you of what we have accomplished”. Once individuals have
completed their "future trips”, they are collected and shared publicly in
a group setting; from these, the group generates a common vision of its
"preferred future". (Obviously this is only a quick overview of the
process; specific details can be found in Lindemann and Lippitt, 1979.)
This "image of the preferred future” can be used to create a specific
agenda and action plans for the organization which are clear, aligned
and congruent. Roughly a decade of experience with "futuring” methods
indicates that it can be very powerful indeed; observers close to the
scene, for example, credit a great deal of Ford Motor Company’s
dramatic improvement in the mid-1980s to a thorough-going application
of such mission-clarification via futuring.

The "futuring” process results in mission clarification but may not
produce an explicit statement of mission. "Distillation”, by contrast,
focuses on a progressively refined description of current activities that
results in an explicit mission statement. The mission statement can then
be used, for example, to begin and anchor a round of futuring.
Distillation begins by asking members, in a group context, to write down
"everything we do in this department that is consonant with our
mission—no matter how obvious or trivial it seems". The group builds
a single list of such statements (with the proviso that discussion or
debate will be deferred until later) and is encouraged to expand it until
the ground is thoroughly covered. Then the group is invited to "step
back a bit from the list and look at it. Now call out simple declarative
sentences that describe the activities on this list—try to stay with the
very obvious". Finally the group is invited to look at this second list of
declarative sentences and see what patterns emerge from them. These
patterns form the basis for the mission statement. This method is
especially useful in ongoing organizations in which one finds conflict
regarding direction; for example, a particularly fractious and divided
research department of Bell Labs used it to work out a mission that
energized its members while promoting alignment.

Mission clarification, by whatever means, is only the first step. It must
be followed by implementation. As previously mentioned, futuring is an
excellent starting point for implementation; the organizational literature
is filled with good methods for goal-setting and action-planning.
Regardless of the specific method employed, the end result must be a
specific plan for the individual which guides him in deciding how to
apply himself and his resources most effectively in pursuit or support of
mission.
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Management’s responsibility for ensuring mission implementation does
not end with goal-setting, of course; as the old saying has it, "It’s not
what expected that counts; it’s what’s inspected". Managers must
periodically review performance with their subordinates and a constant
topic must be "What are you doing to contribute to the mission?" In
particular, members in staff positions must be frequently challenged and
supported to draw explicit links between their projects and activities on
the one hand, and accomplishment of mission on the other. Staff, if left
to follow their natural tendency, will choose activities that make sense
in terms of the logic of their technical specialties rather than in terms
of contribution to mission; a manager who allows this tendency to go
unchecked will see progressive diffusion of the force of mission within
the organization (or else will inadvertently foster war between line and
staff).

Mission renewal is, I believe, the most critical factor in ensuring the
long-term success and continuity of an organization. At least two major
tasks are involved—initiating newcomers into the “"culture" of the
organizational community, and periodic revitalization of clarity and
commitment among members. Organizations which have been successful
over time invariably have strong, almost ritualized methods of
introducing new members to their essential mission and choice principles
(examples that come readily to mind are the Salvation Army,
International Business Machines, and the Masons). "Mentoring"—the
practice of assigning new members to the tutelage and protection of a
successful older member—is a particularly powerful method of
transmitting the culture. Many organizations use training and orientation
meetings as a venue for stressing the importance and value of the
mission; some have even experimented with computer-based "mentors"
to supplement training. In general any method of embodying the
organization’s choice principles—culture heroes, slogans and the
like—can serve as a means of mission transmission and stabilization.

Finally, mission must be periodically revitalized. Times change; a
mission that made sense before may need to be adapted, or even
transformed, to fit today’s circumstances. Goal setting methods help
ensure that the implementation of mission stays current; to revitalize the
mission itself requires a method like futuring that clarifies and
stimulates the commitment of the individuals.

Summary

Organizations are among the most important and complex aspects of
modern life. I have attempted to demonstrate the utility, both
conceptually and pragmatically, of using the perspective and concepts of
Descriptive Psychology to shed light on what organizations are and how
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we can effectively deal with them. A framework has been delineated for
future development; at the very least, it seems that both the prospect
and the need for such future developments have been established.
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NOTES

1. The parametric analysis of communities presented here is essentially the same as
in the "Communities" paper (Putman, 1981), except for the addition of the "choice
principles" parameter which Ossorio included in his analysis of the closely-related concept
of "culture" (Ossorio, 1981/1983). I originally subsumed choice principles under the
practices parameter, which, while conceptually adequate, turned out to be awkward in
application. In particular, the need to represent the relations between ethics and mission
in organizations made it clear that choice principles were best not lumped with practices.

2. The subject of this paper is organizations, not management; accordingly, I have
chosen to restrict discussion of management to the minimum needed to indicate its special
conceptual and practical place in organizations. An exhaustive account of management
practices can be found in Drucker’s magisterial work (Drucker, 1974); an equally
exhaustive, albeit quite different account is furnished by Dan Popov’s "Total" model of
management (Popov, 1985), which has at times been imaccurately termed a model of
organizations,

3.  The version of the Intentional Action paradigm presented here is a slight
adaptation and modification of Ossorio’s formulation. A few of the distinctions within the
Intentional Action paradigm are crucial for the conduct of behavioral science, but seem
cumbersome for the task of improving productivity; accordingly, I have trimmed away
three of Ossorio’s eight parameters and have subsumed their useful aspects under the
single concept of "eligibility". Over the last dozen years this formulation has been used to
improve productivity among literally thousands of people in hundreds of organization, to
some degree at least thereby vindicating the reformulation.
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The position of police chief, by virtue of being highest in the police
department’s managerial hierarchy, provides a unique opportunity to
influence the officers’ work. This paper is designed to look at one of the
most effective ways of getting the best from the officers: by conferring
positive statuses on them. The meaning of this idea and how it
influences officers’ work will be described below, along with nine
policies for treating the officers as individuals of positive status. Then
we will describe how the chiefs can become eligible to confer positive
statuses and how they can teach other supervisors to be accreditors with
their officers.

WHAT IS STATUS?

The concept of status (Ossorio, 1976, 1982), previously utilized mostly
in clinical applications (Bergner, 1981, 1982, 1985; Kirsh, 1982; Ossorio,
1976; Schwartz, 1979), can be a useful and powerful tool in developing
the kind of positive, constructive relationships with officers that lead to
higher quality and quantity work. The work "status" means "position in
relation to . . ." A given individual may have a variety of statuses that
reflect his relationships to everything in the world, including himself.
Any individual can assign a status to another individual, who can then
accept or reject that status assignment. Individuals also assign
themselves statuses. Assigning a status to another person involves giving
him a place in one’s world; it follows that certain behaviors express
being in that place. Both the assignment and the acceptance or rejection
of said assignment have implications for how these individuals act.

For example, if Officer Jones assigns his colleague, Officer Smith, the
status of "trustworthy", he may be willing to lend him money or to make
him privy to certain confidences. If Officer Smith accepts the status of
trustworthy, he will be likely to repay the money and keep the
confidences. Furthermore, if Officer Jones finds out that Officer Smith
has not repaid the money or has broken the confidence, he will be likely
to give him the benefit of the doubt, because he might think, "I find this
hard to believe; Officer Smith is not zhar kind of person. Maybe
something else can explain this". Only if the evidence is overwhelming
so that it is no longer possible to support the status of "trustworthy” will
Officer Jones change that status assignment.

How Does the Conferring and Acceptance of a
Given Status Affect Work Production?

If an individual accepts a given status, he acquires an eligibility to act
on that status; that is, he will see himself as eligible to act on that
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status. If given reason, opportunity and the relevant skills, the officer
ordinarily will act on that status. Let us suppose that Officer Jones sees
himself as having the positive status of "insider". Officer Jones has a
reason 10 get ahead, to get recognition; has an opporrunity when he sees
something that needs improvement; and has the relevant skills to know
what needs to be done to improve a situation. Given all this, if he also
sees himself as eligible to act on these because he is an insider, he may
then do so by offering ideas for improving the traffic division or for
better organizing weapons.

Conversely, if he sees himself as having the status of "outsider", he will
see himself as ineligible to act in significant ways. Then, even if he has
the same reasons, opportunity and skills, he may choose not to present
his ideas on improving the traffic division or weapons organization
because "an outsider just doesn’t do something like that". He may
question the validity of his ideas or whether others will take them
seriously. Note that the difference between the statuses "insider" and
"outsider” translates directly into a more or less valuable officer.

THE POLICE CHIEF AS STATUS CONFERRER

The position of police chief provides an opportunity to affect what
statuses are conferred on officers, and therefore on what eligibilities they
will be likely to act. Put simply, conferring positive statuses on the officers
increases the likelihood that a chief will get the best out of them.

To place officers in these categories is to be prepared to treat them in
these ways. How does this treatment square with the fact that not all
police officers are positive-status individuals? The policy might be seen
in the following way: Like a jury that acts on the policy that individuals
are innocent until proven guilty, a chief might take the policy that he
will treat police officers as having positive statuses until and unless he
observes them to be otherwise.

There is good reason to proceed in this way. The selection process,
coupled with graduation from the police academy, selects out high risk
and inappropriate candidates. In the absence of further information, it
makes sense to treat all new officers as valued members of the force,
especially with the knowledge that this treatment gives them the best
head start possible. If the skills are there, they will probably act on
them; if they don’t, then there is good reason to begin to doubt that they
can act on them. But at least one knows they won’t not act because of
perceived ineligibility that the chief conferred. It is better to err in this
direction than to select out potentially valuable officers.

We can also think of it the other way: If negative statuses are
conferred and accepted, the officer may feel depressed, which leads to
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hopelessness and loss of energy, negatively affecting work production.
Rejection of negative status may produce hostility. While hostility could
result in an attitude of "I'll show them I really am good”, it could just as
likely result in an attitude of getting even, lying down on the job, or
undercutting superiors. None of these results in good police work.

This way of thinking is different from make it hard and seeing who
pulls through. That policy is likely to lose valuable officers, which is a
waste of potentially good officers, and of time and money for the
department. It is also different from the idea of "babying" the men. The
position of initially conferring positive statuses is that this is the best
chance of bringing out the best in the officers. It assumes, however, that
with additional knowledge the chief will adjust his assessments, confer
different statuses on the officers if called for, and act accordingly. Notice
that in the policies presented below, calling a spade a spade and acting
on negative statuses are important aspects.

Treating the Officers as Positive Status Individuals

The chief’s position must be communicated to his officers. It might be
assumed that this would happen automatically, but that is not necessarily
true. It is easy to allow old habits of communication to send other
messages to the officers, especially in the cynical, sarcastic atmosphere
of many police departments. It is incambent on police chiefs to develop
ways of communicating that they see their officers as individuals with
positive statuses.

Communicating to the officers that the chief sees them as positive
status individuals involves zreating them in such a manner. Because
actions speak louder than words, this involves more than simply
complimenting the officers. There are a variety of ways to treat the
officers as positive status individuals. Following are nine policies for
such treatment. While more could be mentioned, these are ones that are
most likely to come up in police work.

1. Treat new officers as valued members of the force. Even new
officers who are still under probation can be treated as valuable. They
can be treated as responsible police officers, integral members of the
department, proud of their work and responsibilities.

Example: Chief Barlow was a new chief, brought in from outside the
department. He determined that he would develop new ways of treating
the new officers as valuable. First, he attended their graduation from the
police academy. He went out of his way to meet each new officer
personally, to learn and call them by their names. He solicited ideas
from them on how to improve the department, stating that "new officers
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have a unique, fresh perspective”. He assigned a "buddy” to each new
officer, utilizing his best officers for this assignment.

He then worked to make sure that they had every opportunity to learn
relevant skills, so that they could become "one of us" as quickly as
possible by becoming skilled officers. He provided close supervision with
a great deal of detailed feedback, both positive and negative. This was
done not with a sense of "Big Brother is watching you", but rather with
a sense that "your work is so important that we want to give you the
best head start possible”. The focus was on help and direction rather
than punishment. He also made the position of training officer a very
important one. He made sure that he did not fall into the trap of
retaining poor officers after probation, and he provided a little party for
cach officer as he came off probation. This party was an "accreditation
ceremony”, that is, a way by which one person acts by virtue of his
position to confirm another person in his new position in the
community. It publicly demonstrated and celebrated the new officer’s full
acceptance as a full-fledged police officer.

2. Treat the officers as professionals. To see oneself as a "professional”
is to be proud of one’s profession, to believe that one is competent in
his profession, and to see oneself as a representative of his profession.
A police officer who sees himself or herself as a professional might see
police work as essential in holding the fabric of society together, might
be proud of developing ways of thinking critically and analytically
regarding crime, and might find himself feeling furious when police
officers are referred to as "animals" in public.

Conversely, an officer who does not see himself as a professional
might not care if he is seen drunk in public while still dressed in
uniform after work, might not be proud of the role his department
played in catching a thief, and might not care about developing his
competence in picking up clues in a theft. It is easily seen how the status
of "professional” affects police officers’ work and conduct.

Example: Officer Harmon was suspicious. A pizza delivery boy claimed
he’d been robbed of his pizza, but his story didn’t make sense. The
officer picked up a teenager coming out of the house where the pizza
had been originally ordered and, having some reason to suspect him of
complicity, conceived the idea of taking him in for questioning under the
pretext that he had been drinking while underage, hoping that he would
confess while scared. Just then the chief came by and stopped to find out
what was happening. The officer took him aside, described the situation
without mentioning his plan, and asked the chief, "Do you want me to
bring him in for questioning?" The chief thought a minute, and
answered, "No, let him go".
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Officer Harmon was furious. He believed that he had not been treated
as the professional he liked to think he was. Imagine how much more
proud this officer would have been if the chief had asked him what he
wanted to do and why and then supported and even praised his picking
up small but relevant clues in this case. And imagine also how much
more motivated Officer Harmon would have been in the future to
continue thinking analytically and acting on his conclusions.

3. Treat the officers as allies in a joint effort. Police officers overlook
much disagreement and other dissatisfactions when they believe they are
all working together and that the chief is really behind them.
Unfortunately, in many departments a confrontational atmosphere builds
up in which the chief and his officers see each other as enemies instead
of allies. Sometimes this happens because of the position the police
chief is in, caught between the city council and the officers, who may
want different things. Other times it is simply a cyclical pattern in which
initially small events give cach the impression that the other is not on
their side, and they each begin treating each other accordingly.

Treating the officers as allies can take various forms. The chief might
fight for their salary, benefits, and training; support them in the face of
attacks from outside the department by giving them a fair hearing; and
generally do what he can to make the job stimulating and to relieve
stress where possible. It is always important that the chief find ways of
letting the officers know that he is doing these things for them. False
modesty only works against him. Officers are eager to work for such a
chief because they know that he is working for them.

Example: Officer Brown had been on the force twelve years. He was
cynical, treating all his supervisors as the enemy, and was sarcastic and
baiting with his sergeants at roll call. One day, Officer Brown suddenly
felt he could not face the day. Immediately after roll call, he got into his
squad car and drove home. When he arrived there and saw his wife’s
surprised face, he suddenly realized what he had done: He had left
without permission. Panicked, he returned to the department. There his
two sergeants sat down with him and just talked to him and listened.
They could see the stress buildup and gave him no negative
consequences, nor did the chief when he learned of it. Officer Brown
learned to his surprise that his supervisors and the chief were on his
side, friends rather than the enemies he had always thought. This
incident led to a change in Officer Brown’s attitude that, over time,
dramatically increased his productivity and his job satisfaction.

It should be noted that if his kind of behavior were to continue, it
would have to be met with negative consequences. One of the factors
which made it reasonable not to punish this man was that it was a first-
time event for a dedicated officer.



Status Concept 53

4. Treat the officers with respect for their intelligence and common
sense. Too often, decisions are made on the assumption that the officers
would not understand and respond to a commonsense decision. This
tends to lead to decisions that are not common sense either! Generally
speaking, when officers are treated as having good judgement, they will
recognize that respect, be proud of it, and want to continue earning it.

Example: The town of Scottsdale was right next door to Rolling Hills.
There were other, more distant towns, in the area. The Scottsdale
department had a rule that anyone who lived outside the city limits
could not go home for dinner. Officer McBean was incensed. He lived
just over the town limits, closer to the police department than many
officers who lived in Scottsdale itself. Working second shift, he wanted
to go home for dinner so that he could see his wife and child. The chief
supported the existing rule because he believed that if he opened up the
rule to include Rolling Hills, other officers who lived in neighboring
towns further away would demand the same privilege.

This example demonstrates a lack of respect for the men in that the
chief assumed that they could not understand and accept the concept
that they could not go too far away from the department for dinner. He
assumed a childish competition and jealousy and a lack of common
sense. While it is often true that one or two verbal officers might protest
this kind of rule if it were opened up, it is also true that the
overwhelming majority will not protest it if it makes clear sense and is
presented in such a way that the sense it makes is obvious. It is up to
the chief to stand up to those few who unreasonably protest and not let
them influence him to be unreasonable with everyone else just so that
he will not have to deal with them. Expecting reasonable rules to work
conveys a respect for the group that is an important message to them.

5. Treat the officers with trust for their integrity. Treating the officers
with trust provides incentive for them to continue meriting that trust.
There is nothing more degrading for a subordinate than a clear
indication that he is not trusted. Of course, this trust should be initially
assumed and continued only as long as there is no significant reason not
to trust. If trust is broken by repeated acts, it would be foolish to
continue trusting. But unless there is reason to see it differently, the
general assumption should be that they are good men and women who
want to do a good job and who act with integrity.

Example: The Hopedale Police Department had an overtime regulation
of one hour. Most of the officers respected the spirit of the regulation
and saved up ten minutes here and 15 minutes there, putting in for the
hour overtime when the times added up to approximately one hour. A
few of the officers took advantage of the regulation and put in for the
hour overtime every time they worked ten minutes overtime. Because of
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these few officers, the regulation was changed to a 15-minute overtime.
The officers were upset. They took this change to mean that the chief
did not trust them; this was especially insulting to the vast majority of
officers who had never abused the hour overtime regulation. The result
was that all the officers began to put in for every five or ten minutes
overtime.

Treating the men without trust when most had done nothing to
warrant this mistrust was detrimental to relations between the chief and
his officers. Being trustworthy is a source of great pride for many
officers, and it is essential to treat them as worthy of the trust they have
in fact merited.

6. Give the benefit of the doubt. Sometimes a given situation could be
interpreted or described in several different ways. All of them fit the
facts, but some are more negative than others. In these instances, it is
advantageous to choose the description that is most positive. Police
officers are familiar with this policy in its opposite form when dealing
with suspects in crime, i.e., "once you have good reason to suspect an
individual of a crime, it is best to treat evidence in its least positive
interpretation”. But as police officers are not suspects, they should not
be treated as individuals already under suspicion.

Example: Officer Norris had to take a six-month leave of absence for
emotional stress and drinking. He worked hard during this leave, going
regularly to a therapist. He returned to work and did well for the next
three months. One day he called in sick. When he returned to work the
next morning, he found a note from his chief: "Are you drinking again?
If you’re having troubles again, come on in. You know you can talk to
me."

Although this chief meant this to be supportive, it betrayed his
negative thinking about Officer Norris. It gave Officer Norris a clear
message that if he took sick days like everyone else in the department,
he would be immediately suspect of having further problems. Now he
had to go overboard to prove he was as good as everyone else. It meant
he was under a constant cloud of suspicion, and it meant he could no
longer use his sick day benefits as they were intended to be used.

Notice that in this instance, the chief actually had several options in
how he viewed the sick day that Officer Norris took. He could have
viewed it as evidence that Officer Norris was drinking again (as he did);
or he could have viewed it as indicating that Officer Norris was simply
sick that day. Both fit the facts, but there is more advantage in taking
the less negative option. If a negative pattern began to appear over time,
then it would have been important to recognize that a problem probably
existed and to address it. But with three months’ good work and good
behavior, there is every reason to accept the sick day at face value and
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thereby demonstrate trust. Giving the benefit of the doubt would avoid
putting that officer under the stress of operating under suspicion.

7. Treat the officers as individuals who deserve to be treated fairly.
Even if officers do not like a decision, they are likely to accept it if they
believe that it is a fair decision. Fair decisions enhance motivation
because the officers know that they will be treated with the same
fairness. Conversely, nothing undermines motivation like assuming that
we will be treated unfairly. When a chief plays favorites, uses another’s
ideas without giving him credit, or goes back on promises, his
subordinates become resentful and lose motivation. It is far better to be
disliked than to be viewed as unfair. While this may sound obvious, it is
often less than completely clear what constitutes fairness, as the next
example demonstrates.

Example: Officer Allen was a motivated man. In addition to being a
good officer, he became fascinated with crime analysis. He requested and
received a crime lab kit, and put in much of his own time to becoming
somewhat of an expert in that field. At the same time, Officer Smith was
getting into trouble on a regular basis for being overly aggressive on the
street. A highly desirable job in the crime lab opened up. Feeling the
need to get Officer Smith off the street, the chief put him in the crime
lab position. Officer Allen was very disappointed. He believed that the
job he should have earned for his hard work had been given to Officer
Smith for his aggressive, irresponsible behavior.

While one can sympathize with this chiefs dilemma regarding the
aggressive behavior of Officer Smith, the effect on Officer Allen was
very negative. A positive, highly motivated officer became bitter, and his
willingness to initiate his own work decreased as he became convinced
that he would not be rewarded for his efforts.

8. Treat the officers as individuals whose ideas deserve due
consideration. What does it mean to give an officer’s ideas "due
consideration"? It simply means to give him a fair hearing. It does not
necessarily mean agreement with him. When an officer knows that what
he has to say has been genuinely considered, he will be much more likely
to accept the response, even if it is not what he wanted to hear. It makes
good sense to give all suggestions due consideration, whether they are
good ideas or poor ones. Good ideas improve the department and
ultimately result in making the chief look better. But even bad ideas
ought to be considered and feedback given to the officers about why the
ideas were not utilized. This response verifies that the ideas were in fact
seriously considered, which demonstrates respect.

Ideas usually come in two forms: (a) suggestions for change and
improvement, and (b) complaints. Positive ideas for change are easier to
consider because they are not assaultive, as complaints tend to be.
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Complaints, on the other hand, are tiresome to hear, and they
sometimes seem to focus on areas that are not possible to change. But
there are several reasons to treat them seriously. Even if many of the
things officers complain about cannot be changed, many of the
complaints are, in fact, justified. It conveys respect to concur with
justified complaints. Furthermore, complaints, as well as positive
suggestions, can provide valuable information about the nature and
severity of problems or perceived problems in the department.
Sometimes there will be a theme or pattern to them which can tell the
alert chief that there is a widely perceived problem about some issue in
the department. When complaints are frequent and intense about a
matter, it usually behooves the chief to consider that issue carefully.

Frequently the very perception of not being listened to promotes
further complaining! Once a man believes he has been heard and taken
seriously, that is sometimes enough; he may not need or expect any
change to come of it. But when complaints are taken lightly or laughed
at as childish, that may provoke an officer to intensify his complaints
until he believes he has been taken seriously.

Example: A new police chief hired from outside the department began
his job only to be immediately swamped with numerous complaints. It
soon became apparent that the men were generally angry because of a
history of not being taken seriously by the administration. Over time this
had resulted in the current atmosphere of constant complaints and
demands for changes. The new chief determined to change this. He took
a small but strong demand, that of changing the color of the uniform
shirts, and sent a memo to all officers that he would consider this
suggestion and get back to them in a few weeks. Three weeks later he
had a simplified budget to show the men. The budget showed how much
money was allotted to different areas. An explanation pointed out that
due to more car accidents than usual, much of the discretionary monies
had to be spent on car repair and new cars. The chief noted that he was
not willing to give up another item, such as training, for new shirts this
year, but that he would consider new shirts next year if the number of
accidents decreased. The chief heard no more demands for new shirts,
even though there was some grumbling by those few officers who would
have preferred new shirts to training.

Notice that although the men did not get what they wanted, they did
get a clear response with reasons for how monies were being spent.
Rather than feeling dismissed as "complainers", this response
demonstrated to them that their demands were being taken seriously.
This was the real issue and was more important than receiving new
shirts. Tension in the department visibly decreased as the chief
continued to use this approach.
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9. Support the officers by not supporting unacceptable behavior. Some
supervisors believe that support means that you stick up for your officers
and protect them from getting into trouble, even if they are clearly
wrong. This is not support. In an important sense, it does not treat them
with respect because part of respect is holding people responsible for
their behavior. It also gives a message to the rest of the department that
this behavior is acceptable. This leads to these individuals getting into
further trouble down the road because they are not held accountable for
this behavior.

Example: Officer Bingham was a hothead. He was likely to dive
headfirst into difficult situations, especially if they involved Hispanics.
Everyone in the department knew it. One day, he had to be restrained
by his sergeant from hitting a Hispanic male without just cause. The
sergeant wrote a report on the incident for the chief. When the Chief
called Officer Bingham in, his licutenant went in with him and provided
excuses for him. The lieutenant succeeded in getting Officer Bingham off
scot free.

Officer Bingham went back out on the street with what was in effect
a license to continue his aggressive behavior. He was a menace to
citizens, to his fellow officers, and to himself. This incident was not
"supportive" to anyone. It increased stress in his fellow officers because
they had to face the danger of continuing to work with him, and it
caused considerable stress in Officer Bingham because he received no
clear messages about how he should change his behavior.

THE CHIEF AS EFFECTIVE STATUS ASSIGNER

The chief’s formal position as highest authority in the department gives
him the opportunity to be a significant, effective status assigner for the
officers. But this opportunity can be enhanced or lost by the way in
which he presents himself to his officers. He must be viewed by his
officers in certain ways in order to be accepted by them as eligible to
assign them statuses. The most important of the chief’s statuses are the
following:

1. Credibility. The chief must be perceived as believable, an honest and
competent status assigner. Such traits as incessant positiveness or
negativity, lying, undue tentativeness, or frequently changing decisions
lead to a loss of credibility.

Example: Chief Harrington had been hired as a chief from outside a
local police department one and a half years ago. When the sergeants
examination was held, he had a discretionary ten "chief’s points" to give
each candidate as part of the total score. Traditionally, these chiefs
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points were utilized to enable the chief to exercise his knowledge of the
candidates regarding who would be a good leader, something difficult to
measure on the written and oral test. Chief Harrington gave every
candidate five points, stating that he "didn’t know the men well enough
yet to make such an important decision”. The officers were furious. They
believed that after one and a half years he did know them well enough,
or should know them well enough if he didn’t, or should have been able
to get that information from their supervisors. They believe that the
chief was simply avoiding making a difficult and unpopular decision. He
lost credibility with them.

2. Being his "own person”. This trait refers to an individual’s being
free, willing and able to "tell it like it is", whether the information is
positive or negative, whether he agrees or disagrees with others, whether
he is cooperating or confronting others; and to set self-respecting limits
on what the officers will do or not do in relationship to the department
and to the chief. Such an individual appears strong, and his positive
opinions will be seen as worth considering because he also can give and
does give negative opinions.

Example: Chief Brown was hired after a bitter fight for the position
of chief. Following his being hired, he leaned heavily on his Assistant
Chief, who had also been in contention for the position, for information
and opinions about the department. He began to receive information
from a variety of sources that the Assistant Chief was publicly
undercutting him in front of the officers when he was not present. Chief
Brown ignored this information. All the officers knew that the Assistant
Chief was undercutting him, and they began to see him as weak for not
dealing with the situation.

3. A member in good standing of the community. Only a member in
good standing in the community can initiate others into the community.
If a chief is not a member in good standing in the department, if he is
seen as irrational, unacceptable to the officers, or insignificant, his
accreditations will not be effective.

Example: Chief Dearborn was hired from outside a conservative local
police department to be their new chief. This chief came in with a bias
toward the "social work" aspect of police work, as opposed to the "crime
fighting" aspect. To this end, he quickly began to institute a variety of
changes and reforms in the department to beef up their work with
juvenile delinquents and family disputes, but did nothing about crime.
He quickly lost respectability with his officers, who did not agree with
or respect his goals.

4. "One who knows the officers". In order for the chief’s opinions
regarding the officers’ statuses to be respected, it must be perceived that
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he knows the officers. It is obvious that if he does not seem to know
them, his opinions regarding them will not be taken as valid. To this
end, a chief must make it his business to learn the names and faces of
each officer and to have lines of communication in place to give him
valid information regarding the work of each. He ought then to
comment on this information from time to time, both the good and
problematic work performance of the officers, both to show his interest
and concern, and to make his knowledge obvious to them.

Example: Chief Butler was brought in from outside the department.
After a year as chief, he still did not know most of the officers by name.
He did not know about their family situations or their job specialties.
He rarely attended roll call, and never came for the night shift. When he
pronounced opinions regarding the officers, they carried little weight.

TRAINING OTHER SUPERVISORY OFFICERS TO
FOLLOW THE POLICIES

The chief is a key status assigner, but the policy of treating officers as
positive status individuals can be maximized if it is carried out at all
management levels. Supervisory officers at all levels can be significant
status assigners, especially because they know so much first-hand about
the officers under them. To this end, the chief can encourage his
supervisors to do the following:

1. In rating officers for promotion, give high ratings to those who
demonstrate the good leadership quality of being accreditors themselves.
These are officers who have the qualities mentioned above regarding the
chief who is an effective status assigner: credibility, being his own
person, being a member in good standing in the community, and
knowing other officers. Officers who demonstrate these qualities will
have the respect of the other officers and will tend to make good
managers.

2. Actively, explicitly encourage and reward the use of these policies.

3. Provide training in the thinking and use of these policies, so that
they understand them and how they can be effective in managing
officers.

4. Focus part of staff meetings on discussions of significant incidents
and events involving the officers. These discussions would focus on
analyzing what the problem actually was and whose responsibility it was.

5. Reward good suggestions by supervisors; have them reward good
suggestions and good work by officers.
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SUMMARY

This paper was designed to demonstrate how the concepts of status,
eligibility, and accreditation can be utilized to help police chiefs develop
positive relationships with their subordinates that lead to higher quality
and quanity work. To this end, these concepts were defined and applied
to police work, with nine policies for treating police officers as positive
status individuals. Becoming effective status accreditors and teaching
other supervisors how to be accreditors were also discussed.
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TECHNOLOGY TRANSFER AND
CULTURE CHANGE

James M. Orvik

ABSTRACT

A paradigm case formulation of technology is developed to provide a conceptual
framework for addressing the process of culture change. The Descriptive Psychology
approach to the concept of culture is reviewed, followed by a conceptualization of the
transfer of technology across cultures. The Technology Transfer Model illustrates the
potential for Descriptive Psychology to aid in developing effective social policy using
the general criterion of behavior potential as a choice principle.

Three anecdotes will serve to introduce the subject matter of this paper.
The first concerns a recording made in 1939 of the Verdi "Requiem
Mass" in which the tenor solos are performed by one of the most
acclaimed singers of the twentieth century, Beniamino Gigli. The
interesting thing about the performance is the lavish use Gigli makes of
portamento, a musical ornamentation in which one note is carried to
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another by a slight scooping effect. Hearing the recording today, one is
struck by how dated the performance seems and, at first, one is inclined
to blame it on the outmoded recording equipment. Further observation,
however, leads directly to Gigli’s choice of style as the source of the
impression. Not only is his rendition out of fashion, the quality of his
performance is difficult to evaluate because the difference in standards
between then and now has grown slowly and subtly enough to take us by
surprise.

The second anecdote concerns a recent event in Kodiak, Alaska,
reported in the Kodiak Times, June 13, 1985. United States Fish and
Wildlife agents confiscated from local shops a variety of handicrafts
fashioned out of sea otter by Marina Katelnikoff, an Alaska Native. The
items were said to violate an exemption to the Marine Mammal
Protection Act of 1972 which allows Alaska Natives to make and sell
handicrafts from the hides of marine mammals. The federal agents
questioned "if some of Katelnikoff’s items fall in the category of
‘traditional Native handicrafts’. A Fish and Wildlife spokesman stated:
"Any items determined traditional items of authentic Native handicraft
or clothing will be returned to Marina or the shops they were seized
from."

The third anecdote comes from the lower Kuskokwim River in South
Western Alaska sometime during the mid-1970s. A young Eskimo boy
had to be flown from his home village to the Public Health Service
Hospital in Bethel for extensive repairs to his broken jaw. He had been
kicked in the face during school recess by another boy who had seen
television for the first time in that village the night before. One of the
inaugural programs aired by this newly arrived technology was "Kung
Fu", a series remembered by some of us for its fascinating mixture of
mystic spirituality and vengeful violence.

These anecdotes introduce three interrelated aspects of the general
subject matter of culture: (a) culture change, (b) culture contact, and (c)
technology. The first anecdote reminds us that, aware of change or not,
part of the concept of culture is that change is always happening. The
second anecdote illustrates that cultures in contact with one another can,
and usually do face problems associated with conflicting social practices.
The third anecdote introduces a third fact, that a technology transferred
from one culture to another can initiate a host of difficulties in the
midst of its intended benefits.

What makes these aspects of culture relevant to Descriptive
Psychology is that they all happen on purpose, i.e., they all involve the
intentional actions of persons. There is a paradox, however, that despite
the logical necessity of intentional action as the basis both of technology
and technology’s role in culture change, it never seems possible to trace
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particular outcomes to particular actors. Given this paradox, it seems
reasonable for the study of culture change to have fallen typically under
the domain of sociology, economics, or other social sciences dealing with
large-scale social processes. As long as these processes involve the
behavior of persons, however, no attempt at their explication can be
complete without thorough psychological description. The resources of
Descriptive Psychology are rich enough to make intelligible the role
persons play in the relationship between technology transfer and culture
change.

Building as much as possible on formulations about culture already
developed in the Descriptive Psychology literature, this paper seeks to
extend those formulations into the analysis of technology, specifically the
transfer of technology across cultures. The analysis will try to accomplish
three main goals: (a) to bring to light features of the concept of
technology involved in its transfer across cultures, (b) to provide a basis
for future analyses of the wider process of culture change, and (c) to
demonstrate possibilities for the effective use of Descriptive Psychology
in the development of social policy.

The remainder of the paper is in three main sections. The first section
is a review of the concept of culture as developed in Descriptive
Psychology. The second is a conceptualization of the technology transfer
model and its relationship to culture change. The third section is a
discussion of culture change and the use of Descriptive Psychology in
developing social policy.

The Concept of Culture

There is now a sizable body of contributions devoted to the concept of
culture within the larger literature of Descriptive Psychology. A general
formulation of the concept was first presented by Ossorio (1981/1983).
Major elaborations and applications of the culture concept were offered
at the same time (Aylesworth & Ossorio, 1983; Silva, 1983; and Torres,
1983), mostly dealing with problems of individuals meeting their needs
in new and unfamiliar cultural settings. Orvik (1985) used the concept
of culture in a discussion of the concept of migration.

Other works in Descriptive Psychology are related closely enough to
the concept of culture to warrant mention here. In his development of
the community concept, Putman (1981) outlined the main parameters
from which Ossorio (1981/1983) was able to generate the full
conceptualization of culture. Lasater (1983) developed a framework for
studying stress and health in a small community that would be entirely
compatible with a culture-sized application of his model.
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Ossorio’s parametric analysis of culture (Ossorio, 1981/1983) provides
direct access to how one culture is the same as or different from
another. Formula One is a list of these parameters.

Formula One:

{Cuy = (M, W,S,L, SP, CP), where
CU = Culture

M = Members

W = World

S = Statuses

L = Language

SP = Social Practices

CP Choice Principles (Ossorio, 1981/1983, p. 31)

Each of these parameters is discussed at length in the original article
and so need not be repeated here. For the present paper, because this
formula serves to differentiate one culture from another, it can also
serve to differentiate a single culture at two points in time. That is, the
above conceptualization provides a way to account for culture change,
a matter of great importance in the conceptualization of the role
technology can play in bringing culture change to pass.

The Cross-Cultural Transfer of Technology

This section outlines the concept of technology and the part it can play
in culture change. Of particular interest are cases of culture change
associated with the cross-cultural transfer of technology. The concepts
presented here grew out of a need to comprehend the complex array of
forces, mostly social forces it turns out, influencing the rapid deployment
of high level telecommunications technology among the cultures of rural
Alaska. These developments came about to solve a wide range of
economic, educational, and social problems endemic to that environment
(Orvik, 1977, Pittman & Orvik, 1976; Hills & Morgan, 1981). How well
these problems have been addressed stimulated the conceptualization of
the models on which the present analysis is based.

That the transfer of technology across cultural boundaries can lead to
rapid culture change needs little documentation added to that already in
existence. The literature on modernization alone (e.g., Dawson, 1969;
Doob, 1967; Kahl, 1968; Smith & Inkeles, 1966.) fills many volumes.
Very little has been done to develop a comprehensive conceptualization
of why technology gets transferred, and yet such a package would go a
long way toward helping us understand the difference between
technology transfer going right and technology transfer going wrong.
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What is described here is a model for identifying the key components
of technology transfer. The model consists of a number of subsystems,
each of which plays an important role in the overall process. The
concept of technology itself, being directly linked to how persons meet
their Basic Human Needs, should be discussed before the various
subsystems are outlined.

Technology

Dictionary definitions of technology are of little value because they are
noncommittal as to the role technology plays in human life. For
example, the Random House Dictionary of the English Language defines
technology as "the branch of knowledge that deals with industrial arts,
applied science, engineering, etc.", or as "the application of knowledge
for practical ends, as in a particular field" such as educational
technology.

Oswalt, an anthropologist, defines technology as "all the ways in which
people produce artifacts” (1976, p. 33). While this definition is at least
more inclusive than Random House’s, it makes no more conceptual
headway inasmuch as it seems to exclude the artifacts themselves as the
primary focus. In fairness to Oswalt, it should be pointed out that the
focus of his work is on the artifacts themselves as a record of the
technological complexity of the world’s various cultural systems.

The problem is not so much with the definitions themselves as with
the fact that the utility of definitions is inherently limited to what we
already know that can be appealed to for recognition (Ossorio,
1979/1981). What is needed is an articulation of the concept that
specifies the characteristics of an unambiguous, or paradigm, case of
technology. The formulation of the paradigm case can then be used as
a standard for generating related cases on the basis of how they differ
from the paradigm.

A paradigm case formulation (PCF), while different from a parametric
analysis (e.g., Formula One), serves much the same purpose: to generate
a range of possibilities in a domain. A parametric analysis does this by
reference to the dimensions (parameters) of a domain, each dimension
hosting a range of possible values. One case can be distinguished from
another in terms of the different values these parameters assume. A PCF
accomplishes the explication of a domain by designating some portion
of its cases for attention and then showing how the rest of the cases
relate to it. The procedure involves two steps (Ossorio, 1979/1981):

1. introduce a paradigm case, one that is clear-cut and recognizable
by anyone who knows the concept;
2. introduce one or more transformations of the paradigm case.
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The advantage of both a parametric analysis and a paradigm case
formulation over a definition is that the latter cannot explicate different
cases within a domain unless something like parameters and
transformations are invoked.

Definition One

As a point of origin, technology is defined as the production and use
of an artifact for the improvement of a person’s own circumstances.

The first characteristic, production, tells us that technology is not a
natural but a human phenomenon. It has to be invented, adapted,
conceived of, etc. Production can also include distribution, promotion,
or authorization of a technology.

The second characteristic, use, suggests the purposeful nature of
technology in the sense that a technology that is not used is a defective
case.

That it consists of artifacts is to place technology in the social
practices (SP) parameter of culture in a part/whole relationship between
the physical implements used in a behavior and the behavior itself.

Characteristic number four, improvement, opens up the possibility that
technology can go wrong by failing to improve someone’s circumstances.

With the fifth characteristic, a person’s own circumstances, it is pointed
out that in the paradigm case all five characteristics are actualized in the
same person. The fifth characteristic also allows us to generate cases
where other persons and their circumstances are the reason a technology
gets produced or used.

Paradigm Case Formulation 1

From Definition One and its related discussion, we have the following
Paradigm Case Formulation (PCF 1):

1. Paradigm Case: A person invents tool X and uses it to get work
done faster.
2. Transformations:
T1. Separate the producer from the consumer:
The person invents tool X but does not use it, or the person
uses tool X but does not invent it.
T2. Introduce the status of entrepreneur:
The person develops a market for tool X and distributes it to
persons interested in getting their work done faster.
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T3. Separate the consumer from the beneficiary:
The person uses tool X to get someone else’s work done
faster.

T4. Introduce the possibility of the technology going wrong;:
Tool X breaks down, or
Tool X injures someone, or
Tool X does less well than expected.

T5. Replicate the process in another context of use:
A member of another community sees tool X and re-enacts
T1-T4.
A member of another community sees tool X as a way of
getting things done not thought of before.

As will be made clear shortly, derivative cases encompassing the
cross-cultural transfer of technology can be generated by reference
mainly to the production and use patterns of a technology, i.e., TS of
PCF 1. For a complete understanding of the entire process, however, the
remaining components of the Technology Transfer Model need to be
described.

The Technology Transfer Model

The components of the model for evaluating the transfer of technology
across cultures are organized into three interrelated systems: (a) the
Consumer system, (b) the Influence system, and (c¢) the State of Affairs
system. Each of these systems has a place in the evaluation of the role
technology transfer plays in bringing about culture change.

The Consumer System

The consumer system describes what kinds of consumers of technology
are possible. In the paradigm case of techmology a person uses a
particular version to improve his or her own circumstances in some
specific way. The ways in which technology can improve someone’s
circumstances typically fall into three empirical categories:

1. entertainment—where technology is used (a) to initiate or
maintain a positive mood, or (b) terminate a negative one, e.g.,
watching television;

2. profit—where technology is used to acquire means of exchange
(other than by selling the technology ) e.g., using telecommu-
nications for obtaining market information;
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3. convenience—where technology is used to make a social practice
a more efficient way of meeting a need, e.g., hunting with a bow
and arrow as an adjunct to running the animal down.

In the present model it is worth distinguishing among different kinds
of consumption. Primary consumption is the use of a technology for one’s
own entertainment, profit, or convenience. Primary consumption is the
paradigm case of technology use.

Secondary consumption is where technology is used for someone else’s
entertainment, profit, or convenience. This case of technology use is
distinguished from the paradigm case by the logical necessity of another
person or persons being involved. The relationship is built into the
configuration of the technology itself. For example, if a teacher in a
remote site takes an advanced course in cultural relations via satellite
telecommunications, the students that will be taught better are
conceptually part of the reason the technology exists. The teacher is a
secondary consumer in this case, even though there may be an additional
reason, such as a pay increase, for the decision to participate.

The third kind of technology use is called tertiary consumption. Tertiary
consumption refers to the effects on a person of someone else’s use of
technology. There are logically two types of tertiary consumers: those
affected by someone’s primary consumption, and those affected by
someone’s secondary consumption to technology. An example of the
former would be the only child on the block without a television set.
Such a child would be restricted from participation in whichever social
practices involve acting upon what happened in prime time the night
before. The incident involving the injured Eskimo boy, related at the
beginning of the paper, is an example of tertiary consumption stemming
from primary consumption.

Tertiary consumption involving the secondary use of technology has
already been illustrated in the education example above. A slightly
different version of the concept is exemplified in virtually all the world’s
weapons of war. Ironically, the successful use of weapons technology is
the only case I can think of where the tertiary consumer is intentionally
less well off in the sense of paradigm characteristic number four,
Improvement.

It is not always possible to place the use of a technology cleanly into
one class or the other. Some situations may have features of all of them.
The important thing is that the use of technology can, and usually does,
represent a complex configuration of social relationships, personal
characteristics, and coordinated activities, not all of which can be
foreseen much less anticipated. The more that can be anticipated,
however, the greater the chance that technology use of any kind will lead
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to increased behavior potential rather than unanticipated ill effects. The
next section describes the system of influences that control the
technology of a given place.

The Influence System

Underlying the description of the Influence system is the reminder that
the form a technology takes is under the control of persons engaging in
deliberate action. Thus we can view technology as a psychological
process, accomplished by choice within the entire social system that calls
for it, rather than by accident or act of superhuman agency outside the
system of ordinary means by which persons meet their Basic Human
Needs.

There are three components to the Influence system, each of which has
two facets. The three components are: (a) the Motivation component, (b)
the Authority component, and (c) the Competence component.

Motivation. The Motivation component of the influence system
comprises all the reasons someone wants to influence a particular
technology. These reasons fall generally into two main classes of
motivation: (a) Virtual—reasons to influence a technology based on its
virtues for improving the consumer’s circumstances, and (b)
Fiscal—reasons to influence a technology based on the benefits that
derive from some aspect of the production of the technology.
Examples of virtual motivation are easily generated. Any technology that
has ever been used for someone’s entertainment, profit, or convenience,
from the first arrow to the latest computer, could serve as an
illustration.

Fiscal motivation, on the other hand, is exemplified in cases where the
course of a technology is influenced for reasons other than what it was
designed to do. The electronic engineer working in "Silicon Valley" is
fiscally motivated who, in response to a request for bids issued by the
Alaska Office of Telecommunications, designs a piece of electronic
equipment to translate satellite TV signals beamed to an earth station
in a remote Alaska village for the viewing pleasure of its citizens. The
employee who wrote that request for bids was fiscally motivated to
influence the technology of the remote village by an anticipated
improvement in his annual performance rating. I am expressing my fiscal
motivation to influence the village’s technology, a technology I probably
will never consume, by presenting the concept of fiscal motivation in this
volume.
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The purpose in making the distinction between virtual and fiscal
motivation is so their relative influence over the social practices causing
a culture’s technology can be analyzed effectively. Two important
questions arise in this regard. One is, how much of each kind of
motivation is operating in a particular context? Another is, what
conditions determine the degree to which one kind of motivation
preempts the other, and what are the consequences? As will be seen in
the next two sections, these kinds of questions recur in each part of the
model.

Before moving on to the Authority component, however, it is worth
pointing out that the two kinds of motivation discussed here correspond
to distinct roles played by those who assert power over technology.
Virtual motivation logically applies to consumers, specifically to primary
and secondary consumers. When virtual motivation is the basis for
action, achievement is impossible any time prior to the activation of the
technology. Fiscal motivation applies to those occupying entrepreneurial
roles, that is, in the design, production, or distribution of the
technology. When fiscal motivation is the basis for action, achievement
is possible at any time in the process of technological development. In
other words, when one is analyzing the relative influence of virtual and
fiscal motivation, one is also analyzing the relative operation of
consumer and entrepreneurial interests in the matter. The timing of who
gets paid when is central to the analysis. A related point is that what are
normally accounted for as the costs of developing a technology can now
be seen for what they are—forms of fiscal motivation for anyone to
respond to who has the requisite status and personal characteristics
outlined in the next two sections.

Authority. The Authority component of the Influence system refers to
positions in a social structure persoms can occupy to influence
technology. As with the Motivation component, there are two kinds of
authority a person can have: (a) Formal authority—the authority to
influence technology associated with a particular social role, and (b)
Informal authority—the authority to influence technology created
through face-to-face interaction in a particular context.

Formal authority is the more easily exemplified of the two kinds.
Legislators who appropriate funds to extend entertainment television to
rural Alaska, boards of directors who authorize stock purchases in
computer firms, Supreme Court justices who rule on the patenting of
recombined genes, are straightforward examples of formal authority to
influence technology.

Informal authority, on the other hand, is easier to describe than to
exemplify. An analogy will help outline its features. Gearing et al. (1979)
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made a useful observation to the effect that in any society the
distribution of knowledge, skill, and talent is not random among its
members. Rather, these powers are distributed throughout the social
structure by the process of face-to-face interaction. Analogously, the
implementation of a technology in any context is subject, at least in part,
to how much utility and value is attributed to it through the same
process—face-to-face interaction. In other words, informal authority
exists 1o the extent that a technology’s virtue is not entirely intrinsic but
dependent also on socially negotiated judgements for its adoption and
survival in a particular context of use.

If the concept of informal authority seems elusive, the reason may be
that it is elusive. Because the concept has not been articulated does not
mean that its influence is weak, however. The dropping of America’s
commitment to enter the supersonic transport development race was a
response to informal authority, albeit exercised through formal authority
systems. Shows of public resistance to the development of our domestic
nuclear power industry are further indicators of the informal authority
system. In fact, one index of the magnitude of the amount of informal
authority over a technology is the amount of effort required to resist it.
The advertising industry, for example, exists almost entirely in tribute to
the informal authority of the populace to hold thumbs up or down
regarding even the most virtuous of technological developments.

In any case, the process of innovation is complex and, as pointed out
articulately by Katz (1973), it will not submit easily to analysis that
ignores the role of informal elements. He notes that attempts to relate
adoption of new items to attributes of the item, the social structure, the
culture, etc., usually fall short conceptually, especially if they fail to
consider the compatibility of the item with informal aspects of the entire
context of its use.

Competence. The third component of the Influence system is the
competence component. As with the other parts of the Influence system,
the competence to influence technology has two forms: (a) Technical
competence—what skills and knowledge are needed in order to actualize
a technology in a particular context, and (b) Cultural competence—
knowledge of the social practices resident in a context where the
technology is to be used.

The requirement of technical competence is easy to understand; no
technology can come into being without it. Technical competence refers
to all aspects of a technology; not just to its design and production, but
to its distribution and consumption as well. Because technical
competence can range from high to low, so also can the quality of the
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technology, and by extension, its capacity to improve someone’s
circumstances.

Cultural competence, understanding the social practices of a culture
at risk to the transfer of a technology, is typically preempted or
overlooked as a source of influence. Yet, cultural competence is what is
needed to anticipate (a) the extent to which a technology fits into the
social practices of a culture in a particular case, and (b) the extent to
which it will improve its members’ prospects for meeting their Basic
Human Needs.

Anyone who watches television without being able to build a television
set enacts the distinction between technical and cultural competence.
The converse is true as well: Anyone whose invention has been put to
an unforeseen use exemplifies the distinction. The inventor of chicken
wire (now advertised as poultry mesh) probably did not anticipate that
villagers in Southwestern Alaska would see in it an ideal material from
which to make fish traps. Other examples of unforeseen uses of
inventions, from trivial to monumental, could be presented. The point
is that the probability of such a use taking place is limited by the degree
to which technical and cultural competence are simultaneously at work
in the same locale. Moreover, to the extent technical competence is
segregated from and allowed to preempt cultural competence, there is
a likelihood that the technology transferred to a given context will be
misdesigned in some important way. The same holds true for situations
where fiscal preempts virtual motivation, and where formal authority
preempts informal authority.

The next part elaborates the concepts by which the parameters of the
Influence system can be related to states of affairs their interactions
produce.

The State of Affairs System

If the process of innovation were without problems, if transferred
technology never want wrong, if new social practices always led to more
behavior potential for everyone, there would be little need to monitor
the states of affairs the cross-cultural transfer of technology can bring
about. What is needed is a way of describing states of affairs that is
sensitive to the difference between innovations that go right and those
that go wrong. For discursive purposes, the States of Affairs outlined
here comprise an evaluation of technological innovation. There are
direct applications, however, to evaluating any aspect of one culture (its
World, Statuses, Choice Principles, etc., from Formula One) when
transferred to another culture. What comes to mind is the delivery of
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such things as educational, medical, or social services; economic and
legal procedures; etc. For the current model, what holds true for
technology developed in one cultural setting and used in another also
holds true for anything developed in one cultural setting and used in
another.

A great deal of attention is being paid, for example, to the use of
Western models of psychotherapy and counselling in non-Western
cultures (Draguns, 1973; Marsella & Pedersen, 1981; Marsella & White,
1984, Silva, 1983; Torres, 1983; Torrey, 1972.). Indigenous subsistence
systems being replaced by Western corporate investment structures
mandated under the 1971 Alaska Native Claims Settlement Act is
another example.

The evaluation of a technology (or other innovation) in a new context
can be accomplished by a slight variation on the theme of supply and
demand. This abstraction works if a concept of demand is used that ties
it to the idea of Basic Human Need, and a concept of supply is used that
includes the use of technology to meet those needs.

The conceptual outline of the State of Affairs system is quite simple.
It consists of only two intersecting dimensions representing the transfer
of a technology in a new setting, on one axis, and the need for it in that
setting, on the other. These elements are arranged in the four-fold
matrix shown in Table 1. The cells of this matrix represent four
distinguishable states of affairs: Responsive, Wasteful, Deprived, and
Stable.

Responsive States of Affairs. Responsive states of affairs are those in
which the demands for a technology in one cultural setting are met by
its being transferred from another cultural setting. The "snowmobile
revolution” in Arctic Scandinavia (Pelto, 1973) is a good example of a
responsive state of affairs. In this instance, an old need was met by a
new invention. Reindeer herding among the Sami predated the existence
of snowmobiles by many generations, as did the need for continuously
more convenient and profitable ways to herd the reindeer. When
snowmobiles were invented and became available for transfer, they
became an innovation.

This is not to say, however, that a responsive state of affairs is free of
problems. For example, one effect of the use of snowmachines was to
"de-domesticate" the herds:

In effect, the animals have been allowed to return to a near-wild stage. Relinquishing
control over the animals represents the continuation of a trend that was already
evident before the coming of the snowmobile. The use of snowmobiles pushed the
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de-domestication process to its logical, and possibly irreversible limits. (Pelto, 1973,
pp. 98-99)

There are other examples in Pelto’s analysis that serve as reminders
of the systematic interactions among the parts of a context of technology
use. In the present model, culture change occurring in responsive states
of affairs need not always be positive. Where problems arise, however,
they arise logically in the area of Tertiary consumption associated with
Primary consumption of the demanded technology.

Table 1
Possible States of Affairs for the Supply of a New Technology
Relative to its Demand in a New Culture

Demand for the Technology

Supply of the Technology Demanded Not Demanded
Supplied RESPONSIVE WASTEFUL
Not Supplied DEPRIVED STABLE

Wasteful States of Affairs. The next cell of the States of Affairs System
comprises situations where technology is transferred without its having
been demanded. At first glance, this state of affairs may seem merely
hypothetical, especially on a scale of any important size. We may all
have purchased some gadget or other that now gathers dust in a closet,
or have given a toy to a child only to have it appear at our garage sale
advertised as "never used—only thrown down once".

Ironically, it was the nagging underconsumption of telecommunications
technology by rural Alaskans after it had been put in place at great cost
that prompted the present conceptualization. How could that have
happened? It is argued here that the magnitude of the waste is a joint
function of (a) the amount of fiscal motivation made available to (b)
persons with technical competence in excess of their cultural competence
by (c) persons with formal authority ignorant of the informal authority
indigenous to the context of use.
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Deprived States of Affairs. With appropriate modifications, the above
argument holds for the next cell of the matrix, the deprived state of
affairs. In this state of affairs, there is a need that could be met by some
existing technology, but that technology is not supplied. Many of the
differences between Third-World and Western nations could be thought
of as deprived states of affairs. When, for example, Western medical
technology exists but, for all the reasons implied in the Influence system,
does not get transferred to cultures that would benefit from it, those
cultures are in a deprived state of affairs.

There is, of course, an ex post facto character to deprived states of
affairs insofar as they can only occur after a technology gets invented;
only then could a gap occur. All that is really being described, however,
is a conceptual part of the uneven distribution of Basic Human Need
satisfaction susceptible to the possible transfer of technology across
culture boundaries. The significance of this condition is that a deprived
state of affairs logically includes reason enough to do something about
it. What gets done about it is under control of the Influence parameters
described earlier.

Stable States of Affairs. The fourth state of affairs in the model exists
when there is little demand for new techmology and little external
pressure to adopt it. This is termed the stable state of affairs in the
present conceptualization, implying a high level of Basic Human Need
satisfaction within the target culture so that little reason exists to change
its basic character, introduce new social practices, or generally put a
high value on innovation.

How stable any context ought to be cannot be decided in advance.
Postman (1979) has gone so far as to suggest that a culture can "OD on
stability”, by being too rigid to respond to changes in circumstances. As
will be discussed in the next section, the argument rests on something
more than the issue of flexibility versus rigidity. Rather, the metric for
gauging the rate of change consists of an appraisal of how members of
the described culture are better or worse off. To the extent this can be
done in advance of the technology transfer, everyone, save the fiscally
motivated, is better off. The point of introducing the concept here is to
remind us that stability is a possible state of affairs, possibly a desirable
one, and one that could possibly go wrong relative to whatever standards
we have for making that kind of observation.

The Development of Social Policy

The four possible states of affairs just described provide formal criteria
for evaluating the course of culture change wrought by particular
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instances of technology transfer. How technology transfer causes culture
change is, however, only one issue within the context of the larger
problem of how to keep technology transfer, and, equivalently, culture
change from going wrong. The issue, then, is one of social policy and
how best to develop it. To pursue this issue further, there are several
observations about technology and culture change worth discussing.

First, the relationship between technology transfer and culture change
is a special case of the relationship between technology and culture.
Both relationships are part/whole relationships in that no technology,
transferred or otherwise, exists conceptually apart from the set of social
practices in which it has a place. Transferred technologies are not
different from new technologies inasmuch as the social practices in
which they have a place are necessarily changed by their introduction. In
short, that changes will occur, and that the changes will be in a culture’s
social practices is a logical part of the concept of technology.

Second, it may seem too obvious to need pointing out, but culture
change is a universal state of affairs with no exceptions. This is not an
empirical statement but a conceptual one. A static model of culture,
even for the purpose of describing how a culture has changed, is a
researcher’s convenience. The anecdote about Gigli’s portamento related
at the beginning of this paper is a reminder of how fine-grained the
description of culture change can be. Apropos the paper’s main theme,
it is only through the prior introduction of a new technology, analog
sound recording in this case, that it is now possible for an observer, not
even alive at the time of the original recording, to detect such a change
in our culture without the necessity of historically continuous
face-to-face observation.

Third, there is the question of authenticity of culture expressions
(Orvik & Towarak, 1982). How do we really know that this artifact,
symbol, song, etc., came from culture X? One answer is that a member
of culture X produced it; it passed a blood test, so to speak. This
question is related to the one raised by the legal challenge to Mrs.
Katelnikoff’s right to sell the artifacts she creates as authentic
expressions of her culture. There is a larger question involved, however,
whether authenticity resides in the object or in the authentication
process. Ossorio (1978) used an example that may shed some light on
the matter. We can give it the provisional title: "The picture of Uncle
Joe". In this example we are asked to imagine seeing a photograph of
Uncle Joe and trying to decide if it is, indeed, of Uncle Joe, or someone
who just happens to look very much like him. Then we are asked to
draw a picture of Uncle Joe, or whoever our "Uncle Joe" is, and try to
decide the same thing, is it or isn’t it? Only in the second case can there
be no question, despite the fact that the resemblance of Uncle Joe is apt
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to be greater in the first case. So in answer to where does authenticity
reside, we can see that it is a process of social negotiation that includes
an appeal to the eligibility of the producer, and only secondarily an
appraisal of the resemblance of the object to a formal standard. As a
side note, consider what gives a case of counterfeit its significance. The
eligibility of the producer obviously takes precedence over the quality of
the product.

The fourth observation is that culture change does not require culture
contact in order to happen. Culture contact mainly influences the values
the various culture change parameters are likely to assume, but those
values can come from inside as well as from outside the culture’s
membership. One of the distinctive features of culture as a form of
human organization is that it comprises everything needed for its
members to be reared to full-fledged adults capable of meeting their
Basic Human Needs (Ossorio, 1981/1983).

That cultures change at different rates relative to one another and at
different times in their history is a fact that depends on what one uses
as a metric, which brings us to the fifth observation. There is no metric
for gauging the rate of a culture’s change independent of its effect on
the behavior potential of its membership. Neither rigidity nor rapidity
of culture change needs avoiding per se. Culture change can be too fast
or too slow depending on whose circumstances are worse or improved,
and in what way those states of affairs come about. To paraphrase a
Descriptive Psychology Maxim: Culture change goes right unless it goes
wrong in one of the ways it can go wrong (Ossorio, 1982).

In the case of the injured Eskimo boy, it is tempting, indeed it has
been frequent for critics to conclude that he was a victim of rapid
culture change. Bodley, in his introduction of Victims of Progress (1982)
expresses this point of view:

Industrial civilization is now completing its destruction of technologically simple
tribal cultures. According to the viewpoint of many authorities within industrial
civilization, this disappearance or drastic modification of these cultures is considered
necessary for the "progress" of civilization and is thought to be inevitable, natural,
and, in the long run, beneficial for the peoples involved. (p. iv)

The absence of an intrinsic metric for gauging the rate of culture
change, other than its effect on behavior potential, is an opportunity to
develop new forms of appraisal, social negotiation, and control by
persons over the effects of impending techmology transfer. Policies
reflecting Bodley’s paternal preservationism as well as the
exploitationism of the civilized industrialists he descries could, if
implemented, be successful only by accident. The evaluation of an
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success of psychotherapy in that the results, good or ill, ultimately reside
among those whose well-being is at stake. Judgement and sensitivity
rendered in the context of those whose behavior potential is at risk are
not incompatible with the development of effective social policy (see the
"precaution paradigm” developed by Ossorio, 1980/1981, pp. 111-116).

The final observation is that the development of social policy about
the cross-cultural transfer of technology is itself a social practice. As a
social practice it necessarily includes references to what is wanted, what
knowledge is involved, what competence is required, what persons are
eligible and/or obligated to participate, etc. Descriptive Psychology,
because it is primarily concerned with formal access to these and other
related facts, is in a strong position to make systematic sense of
large-scale social processes. The resulting systematic description can be
used as a rational basis for social policy.

As shown in the case of technology transfer and culture change, social
policy must necessarily identify what is at risk and act accordingly. At
the most general and abstract level, what is at risk is the behavior
potential of persons. What the above model has done is apply the
concepts of Descriptive Psychology systematically to the entire range of
facts the process of technology transfer entails. By redescribing the
policy issue as one of lost and gained behavior potential, social policy
can do what it is supposed to do, make persons better off or keep them
from becoming worse off.

Threaded throughout the development of the Technology Transfer
Model are opportunities for developing policies to keep the process
from going wrong in some of the ways it could go wrong made obvious
by the model. For example, the technology could be wasteful if there is
fiscal motivation in excess of virtual motivation to transfer it. A culture
could be deprived of really useful technology if the formal authority
system is out of touch with the informal authority system. The eligibility
to make decisions is a status assigned through social practices. When
technical competence is divorced from cultural competence, there could
be an increased likelihood that innovative uses of various technologies
would be overlooked.

The power of Descriptive Psychology is in its systematic efficiency for
lining up the relevant facts of a matter and making obvious their
significance to the persons involved. In the matter of cross-cultural
transfers of technology, the scale of significance is increased in size and
complexity, and the focus of significance shifts from individual persons
to persons in culture. The goals of description are similar, however,
despite the differences in scale and focus, namely to find alternative ways
of behaving and to establish a set of principles for choosing among
them. Where the scale is large, so is the significance of choices to the
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them. Where the scale is large, so is the significance of choices to the
members of a culture most often left without influence in the process,
but whose behavior potential is always at risk.
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ARTIFICIAL PERSONS

Anthony O. Putman

ABSTRACT

An alternative approach to the enterprise of artificial intelligence (Al) is presented.
The paper divides naturally into four semi-autonomous sections. The first attempts
to delineate the subject matter of Al it offers specifications for what would qualify
as an "artificial person”. The second section explores some of the statuses within our
work communities that an artificial person might appropriately fill. The third section,
"An Epistemology for Artificial Persons”, takes up issues of real-world knowledge and
logic; building on Ossorio’s foundations it suggests a fundamental logical form that
is intended in the future to form the basis for a general-purpose Al language. The
last section, "Some Algorithms of Common Sense", offers some technically detailed
means of handling real-world inference.

Descriptive Psychology since its inception in the early 1960s has
intended to make substantive contributions to the enterprise popularly
known as "artificial intelligence”, or "Al" to its familiars. Peter Ossorio
from the first insisted on the distinction between "person"—one whose
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history is paradigmatically that of deliberate action—and "human"
(Ossorio, 1966), which he later formalized in the concept of
"embodiment” (Ossorio, 1980/ 1982). His early work for the Air Force
(Ossorio, 1964) led to computer-based "intelligence™ that is still
unsurpassed in the field; his seminal book "What Actually Happens"
(Ossorio, 1971/1978) was written with at least one eye constantly on
issues of computer implementation. A number of theses and
dissertations by Ossorio’s students dealt with issues of simulating human
judgement (e.g., Mitchell, 1967, Putman, 1969), representing complex
knowledge in computer-implementable form (e.g., Damon Tempey’s
work, published as part of Ossorio, 1971) or rigorously formalizing
complex processes so that computer programs might use them (e.g.,
Busch, 1974; Jeffrey & Putman, 1983). The last ten years has seen a
steady progression of concepts (Jeffrey, 1981; Putman and Jeffrey, 1985),
formalisms (Putman, 1982) and functioning artificially intelligent
programs. Looking at the historical record, one can see that, had all this
activity taken place within the context of an academic computing science
department, the Descriptive Psychology approach might be widely
acknowledged as among the three or four primary schools of Al in the
country.

This is not the case, of course; the Descriptive Psychology approach
and its many contributions remain virtually unknown outside the
Descriptive Psychology community. One reason for this state of affairs
is the lack of a thorough-going explication of what the enterprise of Al
looks like from the Descriptive Psychology viewpoint; lacking that,
newcomers to this viewpoint have little basis for assessing the actual and
potential contributions Descriptive Psychology can make. The current
paper intends to be a step toward filling this deficit. This paper is not
an overview or review of previously published or accomplished work; it
presents essentially new material which builds on and links to the
previously published works. It intends to provide a framework within
which both past and future Descriptive Psychology work in Al can be
seen and understood for what it is.

This paper addresses some fundamental questions: "What is AI? Why
should we pursue it? How can it be done?" It divides naturally into four
semi-autonomous sections. The first attempts to delineate the subject
matter of Al it offers specifications for what would qualify as an
"artificial person”. The second section explores some of the statuses
within our work communities that an artificial person might
appropriately fill. The third section, "An Epistemology for Artificial
Persons”, takes up issues of real-world knowledge and logic; building on
Ossorio’s foundations it suggests a fundamental logical form that is
intended in the future to form the basis for a general-purpose Al
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language. The last section, "Some Algorithms of Common Sense", offers
some technically detailed means of handling real-worid inference.

SPECIFICATIONS FOR AN ARTIFICIAL PERSON

The link between the enterprise of "artificial intelligence" and the
concept of a "person” is an interesting one. It seems clear that, since its
inception, AI has typically defined its domain by various kinds of
reference to persons and certain of their abilities. Exactly which abilities
to include in the purview (and why exactly these and not some others)
has been substantially less clear. As a result, the working Al
community’s "definition” of AI has traditionally been a moving target
(Kurzweil, 1985), which today consists essentially of a relatively short list
of discrete areas of research interest.

I would like to propose a somewhat fresh look at this link, and thereby
at the question "What comprises the domain of AI?" The somewhat fresh
aspect stems from the perspective brought to bear on the issue. My
professional training is as a psychologist and mathematician. I have
spent over twenty years practicing my craft as a Descriptive Psychologist
(see Ossorio, 1971, Ossorio, 1971/1978; Davis, 1981; Davis and Bergner,
1983; Davis and Mitchell, 1982, 1985). I have been a professional
computer programmer in various stints since 1967, and have been
working for the past ten years primarily as an architect of languages and
applications in Al (Jeffrey & Putman, 1983; Putman & Jeffrey, 1985).
The perspective of Descriptive Psychology is the foundation of the
remarks in this paper.

Consider the following assertion: the enterprise of Artificial
Intelligence consists of attempting to duplicate, within the
hardware/software configuration of a computer system, all of the
characteristics of a human person, excepting solely those characteristics
inextricably dependent on flesh-and-blood embodiment. To be less
precise and more clear: Al is the enterprise of creating an artificial
person. (By "artificial” I do not mean to imply "not real"; the term is
used in its original and primary sense, "produced by human art".)

A few preliminary comments on this assertion: like any intellectual
enterprise, Al at any given time will focus its attention on certain of
these characteristics and ignore the rest—some questions are more
interesting than others. Certain, perhaps many, person characteristics
will at any given time be seen as trivial or irrelevant to "real AI"
further, we can predict with certainty that the class of "interesting" or
“relevant” issues will continue to change with time. And deciding which
characteristics of a person are ‘inextricably dependent on
flesh-and-blood embodiment" will certainly generate some amount of
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controversy. This is all as it should be. Nonetheless, it seems useful to
define the domain of AI in some way other than as a discrete list of
current topics; after all, do we know of any other field in which, as soon
as we know how to do something, it ceases to be part of the domain?

The primary purpose of specifying the domain of Al is to suggest a
"scope of effort” for the field, and thereby suggest standards of adequacy
for our theories and artifacts. To fulfill this purpose requires a
substantially more detailed elaboration of the above "definition". The
remainder of this section is devoted to a first step in that elaboration,
which is meant to serve, as the title asserts, as specifications for an
artificial person. To avoid overburdening an initial effort, most of the
specifications are offered with little further elaboration; I have chosen
simply to list the specifications and bunch elaborations together in a
numbered schema at the end. Thus, for example, 1.1 is the first
elaboration of the specification numbered 1, and so on.

Certain of the terms used in these specifications form a part of the
technical vocabulary of Descriptive Psychology, that is, they are
conceptually articulated as part of that discipline’s body of work. In most
cases, the reader will not be misled by assuming the ordinary English
language understanding of a term. For the purposes of technical
implementation, however, we require a considerably more precise
articulation of these terms and their relations to each other, which
Descriptive Psychology provides; that precise articulation has formed the
basis for numerous working Al artifacts, including several expert systems
(of size equivalent to 2700 production rules) and several systems (e.g.,
thyroid diagnosis, content-based document retrieval) based on judgement
simulation which perform very favorably compared to other, related
work. Interested readers are referred to, in particular, Ossorio
(1971/1978), Ossorio (1980/1981), Putman & Jeffrey (1985), and Jeffrey
& Putman (1983).

Specifications

An artificial person:

1. Has places (statuses) in communities.

2, Has motivations; can and will engage in purposive action to
accomplish stated and/or desirable ends. These motivations are
consonant with status and community.

3. Chooses from among available courses of action in accord with
choice principles of its community.

4. Knows:

a. its own status.
b. what state of affairs it is attempting to bring about.
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why it is attempting to bring about that state of affairs.

the significance of the behavior it is currently engaging in.
the social practice structure of the behavior it is engaging in.
what would count as success at its current behavior.

the important ways in which this behavior can go wrong, and
what to do about it.

what its behavioral options are and what it needs to know to
choose among them.

the current state of affairs relevant to its current actions.
the status of anyone with whom it interacts.

how to deal appropriately with someone in that status.

what actions it has taken in the past, what practices it has
engaged in and with whom, and the results of these.

what incomplete courses of action, if any, remain from
previous interactions.

what objects, processes, events and states of affairs are known
to this community.

5. Knows how to:

a.
b.

C.

engage in all performances for which it is eligible.

find any information it needs in order to act.

recognize particular instances of the objects, processes, events
and states of affairs known to this community.

appraise behavior—including its own—in the light of
community standards, and adjust its own behavior accordingly.
construct and engage in a course of action to accomplish a
stated goal.

appraise and adjust its own knowledge.

6. Knows the language, concepts and locutions used in this
community. Responds appropriately to verbal and written
conversation in the language of the community, including
questions, requests, and demands. Communicates in the language
of the community.

Elaborations

Terms used in the above specifications that form part of the technical
vocabulary of Descriptive Psychology include: status, community,
motivation, action, course of action, choice principles, object, process,
event, state of affairs, significance, social practice, performance, eligible,
appraise, knowledge, know, know how, language, concept, locution.

1.1 A key insight of behavioral science is that all behavior occurs in
the context of a specific community. We understand a given behavior by
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reference to that community and its standards. Every person—human or
artificial—is a member of multiple communities and has a specific place
(status) in each. A person’s status in a given community connects to the
permissions and restrictions on action within the community. Thus, to
know what to do and how to do it, we must know what the person’s
status is within which community.

2.1 A person acts only when an opportunity is perceived to bring
about a desired or valued state of affairs. But no state of affairs can be
taken as per se desirable; it is adjudged desirable in the light of
circumstances when viewed from the perspective of a particular status
within a given community. Thus, what an artificial person is motivated
to do depends on what status it is occupying in which community, and
what its circumstances are.

2.1.1 For example, consider the state of affairs described by "Our
organization spent five million dollars last year in excess of revenues”.
The financial VP of a publicly-traded corporation would perceive that
state of affairs as highly undesirable, and would go to great lengths to
avoid it. The marketing director of a start-up consumer products firm,
charged with building brand recognition and market share, might well
see this state of affairs as desirable and be motivated to pursue it.
Status, community and circumstance combine to yield diametrically
opposing motivations.

3.1 At any given time, a person must choose what to do from the
various available courses of action. By "available", I mean simply that
doing this particular thing would be in some way appropriate to the
current situation. How appropriate a given course of action is—and in
what way it is appropriate—depends on what Ossorio calls the "choice
principles” of the community. (Ossorio, 1981/1983). A course of action
can be preferred on at least the following grounds: (a) it best promotes
one’s sclf-interest; (b) it maximizes one’s pleasure or decreases one’s
discomfort; (c) it is appropriate in the social or aesthetic sense; (d) it is
the ethically right thing to do. Different statuses in different
communities appropriately weigh these grounds differently when
choosing behavior. An advertising marketing executive in the
entertainment industry, for example, is expected to feel somewhat less
constrained by the literally provable truth than is, for example, a bank’s
outside auditor. An artificial person acting in either role will fail if it
fails to appreciate the difference such choice principles make.

3.2 Most Al theories and artifacts have a palpable bias in favor of the
scientific version of the aesthetic choice standard: Choose the course of
action which is logically fitting to the situation. Disputes about how to
choose have been largely parochial—which procedures or algorithms best
select the most fitting conclusion. This bias mirrors the traditional
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severely limited view of "intelligence" in the field of psychology (a view
which, not coincidentally, has in recent years been substantially and
effectively challenged; see especially Gardner, 1983 and Sternberg, 1985).
So long as we build artificial persons with only severely limited agency,
we can get away with this bias. But as we move increasingly toward
building artificial persons whose agency can be compared to a human’s,
we will have to conform to more stringent standards. Consider this one:
an artificial person must be able to choose behavior responsibly and
appropriately in situations in which humans would have conflicting
grounds for choosing, and must be able to demonstrate understanding
of the conflict. The representation and utilization of choice principles
seem necessary to adhere to this standard. The long tradition within
philosophy and psychology of posing "moral dilemmas” can serve as a
beginning reference point for constructing such conflictual test cases.

4d.1 One key aspect of the formal representation of behavior is its
hierarchical structure. Regarding any behavior, it is both formally and
procedurally sensible to ask either of two questions: "How do you do
that?" and "What are you doing by doing that?" The first question leads
to procedural elaboration as required; the second leads to elaboration
of the broader pattern of which this action is a part. The latter is
referred to within Descriptive Psychology as the Significance of the
behavior. It is particularly important in understanding the meaning of a
given behavior, and constructing means/ends explanations.

4e.1 Individual behaviors do not occur in isolation. They are part of
some patterned sequence of behavior, typically involving more than one
actor, in which one action can be seen as a response to prior actions in
the sequence and as laying the groundwork for subsequent actions. This
patterning of actions is referred to by the concept of social practices.
The elaboration and description of social practices plays a major role in
the creation of artificial persons (see Jeffrey & Putman, 1983; see also
Schank & Abelson, 1977 and other Al practitioners whose concept of
"scripts” closely parallels this).

4n.1 Any attempt to create an artificial person must quickly come to
grips with the need to represent real-world phenomena. Most typically,
that requirement has been translated into the need to represent objects
of various sorts, as witness the well-known Stanford-derived KEE system.
Ossorio (1971/1978) makes a cogent argument to the effect that the
representation of real-world phenomena requires formal recourse to four
major units, namely: object, process, event, and state of affairs. More
importantly, he provided a detailed articulation of representational
schema for each of these, along with "transition rules" explicitly stating
the formal and conceptual relations among them. These have formed the
basis for several Al artifacts, at least one language, and a procedural
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paradigm for software development. (Jeffrey & Putman, 1983; Ossorio,
1964; Putman, 1982; Putman & Jeffrey, 1985).

5c.1 The distinction drawn in these specifications between "know" and
"know how"—knowledge and skill, if you prefer—parallels the Al tasks
of representation and recognition. As machine vision practitioners have
attested for years, it is one thing to represent an object in all its
attributes, and quite another thing to be able to recognize an instance
of that object when you see one. The two domains, and tasks, are
certainly not independent of each other, but neither are they
interchangeable.

Se.1 We have struggled for at least decades to pin down exactly what
distinguishes a person from a clever mechanism. Turing’s famous test
defined the battleground, if you will, but by no means settled the issue;
over time we have become more and more clever at catching the
machine acting mechanical. I suspect that the crux of this matter for
most of us lies in the person’s ability to surprise us by acting in ways
that are unexpected but still appropriate. Even intimate knowledge of an
artificial person’s programming should not enable us to predict with
certainty what it will do, but mere randomness is just a trick; what we
need is unpredictability in the service of effective action. What we can
say with certainty is that persons can string together sometimes
remarkably long and complex chains of action and interaction to
accomplish their desired goals; further, they can make these chains up
as they go along. An artificial person needs the same ability, and will
surprise us at times by its appropriate use of it.

5f.1 Human knowledge is at best a tentative thing. What we know,
and what we make of what we know, changes in the light of our own
experience, and we do not require outside intervention to reprogram us.
Neither should an artificial person.

6.1 Language has, appropriately I think, occupied a special place in
the concerns of the Al community. Until very recently, many would
argue that the human linguistic ability was our uniquely distinctive
characteristic. As we learn that other species (certain cetaceans and
primates, for example) seem to have some linguistic ability, our esteem
for language has not gone down; rather, our esteem for those species has
gone up. Peter Ossorio has made valuable and distinctive contributions
to our knowledge of linguistic behavior; I believe his work in this area
is of substantial interest to the Al community. Interested readers are
referred especially to Ossorio (1964, 1969/1978) and Mitchell (1981).



Artificial Persons 89

JOB DESCRIPTIONS FOR ARTIFICIAL PERSONS

The specifications outlined in the first section of this paper were meant
to address substantively the question "What is AI?" In this section we
turn our attention to "why" questions, and attempt some answers to
them.

What, after all, is the point of AI? Why are so many people spending
so much time and effort trying to create artificial persons of various
sorts? We in the Al community rarely asks ourselves these questions
because the answers are self-evident to us. Like chess, if you play, you
don’t need to ask why; if you don’t play, you wouldn’t appreciate the
answer anyway. The aesthetic satisfaction of Al work is complete in
itself.

But in addition to the aesthetic, the enterprise of Al has its pragmatic
concerns. Granted that artificial persons are fascinating and
intellectually stimulating—what good are they? Where are they going to
make a useful difference in the lives of humans? I submit that the
relative lack of conceptual work on these pragmatic questions has to
date been AI's main self-limiting weakness. We have not built many
really useful artificial persons in part simply because we have had scant
guidance regarding what would be useful to build.

One reason for this lack is the name of our enterprise itself. We are
out to create artificial intelligence, after all, and everyone knows that
intelligence per se is a good and valuable thing. You don’t ask the
owners of a gold mine what they intend to do with all that gold; they
just mine the gold, and leave it to others to decide how to use it.
Accordingly, much of AI's most "pragmatic” work has consisted of
creating systems for building "experts", and assuming that others will
decide how to use them.

Unfortunately, this point of view reflects the rather radically academic
worldview of Al practitioners in general. As corporate personnel officers
can attest, intelligence per se does not get many jobs done. What is
needed is intelligence finely focused on the pragmatic concerns of
specific tasks. We don’t need someone who can prove esoteric theorems;
we need someone who can keep an eye on accounts receivable and let
the right people know when some accounts show trouble signs. In
general, we don’t need experts, either; what we do need are
people—artificial or otherwise—who know how to support us in our
enterprises by accomplishing some important, complex but often pretty
mundane jobs. This section intends to offer some substantive help with
these concerns by delineating several broad categories of artificial
persons. Each category is "expert" in the sense of knowing substantially
and in detail about some area of endeavor, but that is almost beside the
point; the categories are defined not in terms of what or how much they
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know, but rather in terms of in what specific ways they fit into the
existing work communities. In short, they are defined in terms of a brief
"job description”.

Guide

Guides help people with "the ropes to know and the ropes to skip”, as
the title of one business self-help book put it. Whenever we move into
a field outside our own area of expertise, or into a new organizational
environment, we are confronted with our ignorance of the vast body of
implicit knowledge about how things work around here. A guide helps
us navigate through these unfamiliar waters. The issues a guide can help
on can range from fundamental and basic ("What is expected of someone
in my position?" "Does one ever bypass the chain of command here, and
if so, when and how?" "How is this particular analysis actually done?")
to the nitty-gritty detail ("Where is the copier and who gets to use it?”
"What am I supposed to do with my copy of Form P88M?" °I just got
error message 1022; what does that mean?").

Regardless of the focus, however, good guides have certain common
characteristics: (a) They in fact know what they are talking about; (b)
They are easily available to us when we need them; (c) They are willing
to share their knowledge with no further end in mind other than
contributing to our success; (d) They do not make us feel stupid,
inadequate or beholden for asking for help. Looking over these
characteristics, it is not surprising that good guides are more often read
about than encountered. Guide is an obvious and useful role for an
artificial person; Joe Jeffrey built one that worked quite well at Bell
I.abs (Jeffrey & Putman, 1983).

Coach

I can make an excellent souffle if I have someone to talk me through
the steps. Without such coaching, my souffles turn out remarkably like
scrambled eggs. Most managers can do a good job of performance review
with a little coaching; without coaching, they do what they can—and
that’s usually not very good. In virtually every endeavor, saving only
those in which one is both proficient and recently practiced, coaching is
needed to ensure good performance. And saving only those activities
that require a flesh-and-blood body to demonstrate, artificial persons
make excellent coaches. Talking one through the steps involved in doing
something, digging into detail on a particularly tricky part, stopping to
give "the big picture” or to clarify a term, helping to troubleshoot when
one has gone wrong, a good coach gives one the confidence to succeed
at endeavors one would otherwise not undertake or else perform poorly.
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A coach (a) knows all the ways to succeed at this endeavor, (b) knows
how to explain the relevant steps to people ranging from raw rookies to
rusty experts, (c) focuses solely on giving you what you need to succeed.
Clearly, there is overlap between the roles of guide and coach. The
crucial difference lies not in expertise but in the form of interaction.
You expect a guide to tell you about something and leave its application
up to you; you expect a coach to be actually involved in your doing of
the thing, talking you through it and offering tips from the sidelines.
Artificial coaches in the areas of people management, marketing, and
performance review have been built by the author in recent years.

Friday

Robinson Crusoe had his "Man Friday"; Mike Hammer had his "Girl
Friday"; I suspect what most of us want from Al is a "Thing Friday"—an
artificial person who can get things done for us. A "Friday" knows how
to do all those little things we would rather not bother with
ourselves—look things up, keep track of things, do the picky little
calculations and make sure all the forms are filled out, remember to
notify everybody about the meeting or the decision, make the
reservations and remind us to pay the phone bill. The list of things we
want a Friday to do is limitless, because a Friday is nothing more or less
than a tireless and faithful assistant. It takes care of the scutwork and
the details so we can get on with our jobs.

Being embodied in a software/hardware configuration, a Friday is
particularly well suited for handling tasks involving data and records.
For example, one recent project built a Friday to handle loan
documentation for a bank. The Friday interviews loan clerks (via flexible
forms and ordinary questions) about a particular loan, and then creates
and prints all necessary documents required to secure the bank’s claim
on the collateral. This is an important task. Doing it properly can save
a large bank literally millions of dollars annually, but doing it properly
takes both a great deal of specific knowledge and a lot of time. This is
an ideal task for a Friday. The loan documentation Friday knows what
information is required to document which sorts of loans, so it can ask
for just that information without asking for extraneous items. It is expert
in the classic "expert system" sense as well, because it knows the law
regarding what forms to file and with whom to secure a given type of
collateral. And it knows how to draw up, print, and address the needed
documents, taking over a massive clerical task and doing it right. The
fact that it knows all these things is almost beside the point; the purpose
of a Friday is to do, not just to know.
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Analyst

Sometimes, however, what is really wanted is just an answer to our
questions. "What are the Russians up to in the Baltic?" "Are we likely
to find oil in this location?" "Which components should be put together
for this customer’s computer system?" "What disease does this patient
have, and what is the best treatment?" "What are our best options for
financing this acquisition?" These are a few of the questions addressed
by currently operational expert systems. What they have in common is
the role assigned to the artificial person—the role of analyst, responsible
for thoroughly examining some particular state of affairs and making
useful sense of it.

The standards of adequacy for an artificial analyst seem to be the same
as for their human counterparts. The analyst is expected to take a
thorough, meticulous look at all the relevant facts, to reason and
extrapolate from those facts in a rigorous and defensible manner, to
present its conclusions along with any important reservations in a clear
and easily understood report, and to be ready to present facts and
reasoning in support of its conclusions as required. Note that the analyst
role explicitly assumes that the decision maker needs or wants no further
help once the report is finished. If this is not the case, then some other
role, such as Coach or Friday, is probably more appropriate than Analyst
in designing the artificial person.

Librarian

Some of the original AI work done within Descriptive Psychology
involved the creation of an artificial librarian (Ossorio, 1964). Virtually
all enterprises these days generate and utilize more documents than can
be kept track of by any human. As Ossorio realized some twenty years
ago, what is needed is an artificial person who (a) knows the substance
of every document in the library, (b) knows what an individual means by
a particular request for information, and (c) can steer individuals to just
those documents most relevant to their requests. To date, no one
appears to have improved upon Ossorio’s analysis or his basic "J-space”
methods; indeed, most computerized databases use some combination of
keywords and menus, which require substantial adaptation by the user
to the conventions of the library, rather than vice-versa.

These "job descriptions” for artificial persons, while encapsulating a
great deal of analysis and practical experience, are certainly not meant
to be exhaustive. They are intended to help expand our conceptions of
the roles artificial persons can play, while offering some useful initial



Artificial Persons 93

categories to their designers. Part of the fascination of Al lies in
watching entirely new roles being conceived and filled.

"What" and "why" having been addressed, let us now turn our attention
to the question most dear to the true engineer’s heart—"how?" The final
two sections of this paper deal with "how" questions, beginning with the
fundamental "how" of Al—how do we represent knowledge and
knowing?

AN EPISTEMOLOGY FOR ARTIFICIAL PERSONS

"What is knowledge and knowing?" Philosophy 101 students for
generations have encountered this question and have learned that
answers to it comprise the field of epistemology . . . which hard-nosed
engineering students for generations have placed among the three or
four most useless fields of human endeavor. Hard-nosed variants of the
question, however, come up when one takes seriously the task of
creating an artificial person, namely: "How can we represent what there
is to know? How can we know that something is actually the case, rather
than merely something that is possible?" Perhaps it is stretching things
a bit to call these epistemological questions; after all, for the engineer
the "how" in those questions carries almost all the weight and interest.
Nonetheless, they point to two critical domains within Al to which
Descriptive Psychology can make very substantial contributions:
knowledge representation, and forms of logic.

Ossorio virtually single-handedly laid the groundwork for the domain
of knowledge representation in his book "What Actually Happens"
(1971/1978), which not coincidentally is subtitled "The representation of
real-world phenomena“. His conceptual and technical elaborations of the
basic reality constructs—object, process, event, state of affairs—form the
basis of a complete technology for knowledge representation. (This
should not be taken, however, as downplaying the very substantial work
required to instantiate Ossorio’s basic formats in computer-useful form.)
Rather than reiterating that body of work, this paper assumes it as given
and builds from it.

The second domain—forms of logic—is so fundamental that it can
initially be difficult to see what one is getting at in talking about it. It
addresses a concern that among flesh and blood persons is rarely
discussed except by academic philosophers, but which is a down-and-dirty
practical issue when trying to construct artificial persons. In a nutshell,
the issue is: How can we represent facts about the world so that the
logic of the relations among the facts—including importantly those facts
which form the context for these facts—is also represented? To
represent the fact that Roger Clemens pitched a one-hitter last night is
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one thing; it is quite another thing to represent that fact in such a way
that we can also conclude that the Red Sox thereby clinched the pennant
because the Yankees lost to the Tigers, and Clemens virtually assured
his selection for the Cy Young award. Knowledge representation
concerns itself with the adequate representation of facts; forms of logic
concerns itself with what and how we can conclude from these facts.

Al in the past decade has begun to probe deeply into questions of
logical form. The classic, sturdy "if-then" logical form, often expanded
into "if-then-else" for completeness, has been widely used in actual
applications. It has done very well for many applications, not so well for
others; the limitations and critiques of this form are well known in the
field. The "tree" structure instantiated in the PROLOG (PROgramming
in LOGic) language was one step into further complexity. The past
decade has seen an outpouring of theoretical work (and in some cases
laboratory implementation) on such topics as default reasoning (e.g.,
Reiter, 1980; Glymour & Thomason, 1984), circumscription (e.g.,
Grosof, 1984), "common-sense” reasoning (e.g., McCarthy, 1986) and
various approaches to non-monotonic logic (AAAI, 1984). Indeed, it is
not overstating the case to say that virtually every LISP program written
in Al labs in the 1980s cither formally or informally created its own
specialized "form of logic"; this is one of the language’s more powerful
and, its critics say, dangerous features in use.

The purpose of this section is not to critique these forms of logic. It
is to offer an alternative formulation which has certain advantages: (a)
It is complete, in that any logical relationship among facts can be
represented without distortion within it; (b) It is powerful, in that
surprisingly complex deductions and lines of inquiry can be derived from
establishing surprisingly few facts; (c) It is intuitively clear, in that it is
derived from a fundamental logic used by ordinary people in carrying out
their day-to-day affairs.

Descriptive Psychologists will recognize this as simply paradigm case
logic (Ossorio, 1980/1981) made technically explicit. Others have made
similar points in rather different terms (Doyle’s maintenance system and
the general thrust of Hayes’s ideas (Hayes, 1985) scem like reasonably
close cousins); nonetheless, the conceptual connections to the rest of
Descriptive Psychology imbedded in this formulation seem reason
enough to offer it as, if not wholly "new", at least not outmoded and
potentially quite useful. It is meant to guide the artificial person in its
understanding of the world in which it finds itself; as such, it should
most likely form the basis for an as-yet unspecified programming
language for Al
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Fundamental Logical Form for Representing Knowledge
About the Real World:

SA1l unless SA2 in which case SA21 or SA22 or . . . SA2n.
unless SA3 in which case SA31 or ... SA3m

unless SAi in which case SAil or . . . SAjj.
where SA = state of affairs.

Unpacking that somewhat into English, it says: state of affairs SA1 is
taken to be the case unless some other state of affairs (SA2, SA3, ...
SAi), which indicates otherwise, is known to be the case, in which case
some other state of affairs (SA21...SA2n) is taken to be the case. SA1
is the paradigm case.

One distinctive feature of this form is that a certain state of affairs (in
this case, SA1) is taken to be the case unless we know something which
indicates otherwise. This embodies paradigm case logic, and is a very
powerful means of representing the "contextual® knowledge which makes
real-world action possible. Humans often need to know very little about
the specific situation at hand before complex actions and conclusions are
warranted; this logical form makes availabie to artificial persons the
same kind of scope and power.

Obviously, the concept of "state of affairs" is central to this logic.
Ossorio details at great length the conceptual connections which
articulate this concept (Ossorio, 1971/1978); it would be pointless to go
over that ground again here. Instead, it seems useful to list some of the
major "varieties" of states of affairs, and note that we need to make
explicit allowance for representing each variety. What follows is meant
to be an heuristic list, certainly not an exhaustive one; readers are
explicitly invited to note needed additions.

Major varieties of SA:

Person P may/should/must engage in action A.
Proposition P is true (false).

Event E has occurred.

Variable X has value V.

A has relation R to B,

if SA1 then SA2.

SAl and SA2 and . . . SAn.

SAl or SA2 or. .. SAn.

XN RN =
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It was previously mentioned that the above is an elaboration of
paradigm case logic. As such, the question immediately arises, "What are
the allowable variations on the paradigm case?” What "short forms”
should be taken into account, and what more elaborate forms need to
be recognized? Again, what follows is not exhaustive.

Allowable variations include:

1. Omit "in which case", leaving: SAl unless SA2.
2. Omit "unless", leaving: SA1 in which case SA2.
3. Expand any SA with any allowable substitution, including the
entire "SA unless . . ." form.
For example:
(if SA1 then SA2) unless (SA3 or SA4) in which case (SA5S AND
SA6).

Relations (between objects, processes, events or states of affairs) are
of special interest, precisely because so much of what we need to know
about the world takes the form of, "Does this relation hold between
these two things?" As SA variety 5 above suggests, to say that "A has
relation R to B" is to identify a state of affairs as being the case. The
actual relations which are of interest in the real world are seemingly
endless; a partial listing follows of some for which we clearly must make
explicit allowance.

Major varieties of R (relation) include:

1. is the result of

2. is caused by

3. is part of

4. is identical to

5. greater than, less than, equal to (arithmetic)
6. is a means to

7. can be taken to mean

8. is preferable to

9. is an alternative to

10. is an instance of

11. can be used in place of
12. contains as a constituent
13. precedes

14. follows

15. occurs simultaneously with
16. is compatible with

17. is an attribute of

18. has the attribute

19. is a part of X, as is also



Artificial Persons 97

I want to be the first to acknowledge that the above is only the barest
sketch of the specifications of an AI language; very substantial work
would be required to convert it into an implementable form. But such
specification was not the purpose of this section. What I hoped to
accomplish was simply to suggest a way of thinking about representing
the world—the "fact unless fact in which case fact” logical form—and
point to some obvious features of this way of thinking. The worth of this
way of thinking can ultimately be tested only in actual implementations,
which one hopes may be stimulated by this brief sketch.

SOME ALGORITHMS OF COMMON SENSE

In this last section, let us turn our attention to a very technical "how"
issue: inference. Inference has been a core concern of the Al community
since its founding. In some intuitively obvious sense, intelligence and
inference are inextricably linked; indeed, one of our primary critical
standards for a new Al artifact is the extent to which in operation it
goes beyond the obvious given facts to deal with derivations.

Once we move beyond the intuitively obvious, however, inference
becomes a somewhat difficult topic. We have made good progress with
inference based on formal logic—the "All men are mortal. Plato is a
man. Therefore, Plato is mortal." type of inference. We have run into
difficulty handling "fuzzier" inferences, such as Aristotle’s classic
syllogism of practical reason: "I need a horse. There are horses for sale
in the marketplace. Therefore, I should go down to the marketplace and
buy a horse." The kind of everyday, "common sense" inference made by
the average six-year-old child has, to date, overtaxed our ability to
reproduce it in Al artifacts. The AI community is working on this class
of problems and making progress (c.g., Shank & Abelson, 1977;
Winograd, 1982); nonetheless, there appears to be substantial room
remaining for new ideas and fresh approaches.

Consider the following restatement of the inference dilemma: The facts
we need often are different from the facts we have. Inference becomes
difficult when the needed facts cannot be formally derived from the facts
at hand. How can we "know" what we don’t know and cannot deduce?

This "dilemma” is actually a statement of the ordinary situation faced
by any person—human or artificial—who is called upon to act in the real
world. Not uncommonly, the knowledge we need in order to respond
appropriately to current circumstances is not equivalent to the set of
facts we have directly observed or established to be the case.
Nonetheless, humans can act, and with a substantial degree of
confidence, because of our knowledge of how the sort of situation we are
facing ordinarily works—in short, because of our "common sense”. If the
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basic task of Al is to create artificial persons, then we must give them
that same common sense.

Representations of exactly "how the sort of situation we are facing
ordinarily works"—what Ossorio calls "paradigm case formulations"
(Ossorio, 1980/1981) and Shank calls "scripts” (Shank & Abelson,
1977)—are of necessity both detailed and complex. Every such
representation, regardless of terminology and structure, can only tell us
what is ordinarily the case; common sense comes in when we use what
we know to be the case along with what is ordinarily the case to derive
what we will take to be the case. To do this, we need some algorithms
for common sense, which is the substantive topic of this section.

These algorithms (or rules, if you prefer) use language derived from
Ossorio’s conceptualization of real-world phenomena (Ossorio,
1971/1978). As with most of Ossorio’s work, the terms are elaborated in
substantial technical detail, but are carefully chosen so that the average
reader will not be misled by assuming the ordinary English-language
meaning. Accordingly, I have chosen simply to use the terms—object,
process, event, state of affairs, relation—as a set of undefined primitives,
like "point" and "line" in geometry, while inviting the interested reader
to pursue the elaboration of these terms and their conceptual
interconnections in Ossorio’s "What Actually Happens".

Several of the algorithms speak of "reason to bclieve” and "reason
enough". This reflects the perspective of Descriptive Psychology, which
asserts that persons act on the basis of what they take to be the case.
This includes both what they know (in the strict factual sense of what
they have observed and/or deduced logically) and what they take to be
the case because it is ordinarily part of the situation they have observed.
Indeed, persons ordinarily do not distinguish between these two "types”
of knowledge unless they have good reason to do so; they simply observe
and act. Artificial persons, of course, must be more methodical about
these matters than are most humans. Accordingly, it is necessary to
make explicit the logic involved in such common sense inferences, which
is rooted in paradigm case logic: We take it that things are the way they
ordinarily are unless we have reason to believe otherwise.

Some algorithms for common-sense inference:

1. If object O1 exists, then any object Oln which in the paradigm
case is O1’s constituent also exists, unless:

1. an alternate decomposition of O1 which does not contain Oln
as a constituent is found to apply, or
2. there is reason to believe Oln does not exist, in which case
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a.

b.

c.
2.

a.

b.

c.
3.

a,

b.

c.
4.
Corollary:
4.1

a known aiternative decomposition of O1 which does not
contain Oln applies, or

there exists a decomposition of O1 which is unknown to
us and does not contain Oln, or

O1 does not in fact exist.

If process P1 has occurred, then any subprocess P1n which is a
paradigm case constituent of P1 has also occurred, unless:

1. an alternative decomposition of P1 which does not contain
Pln as a constituent is found to apply, or
2. there is reason to believe P1n has not occurred, in which case

a known alternative decomposition of P1 which does not
contain P1n applies, or

there exists a decomposition of P1 which is unknown to us
and does not contain P1n, or

P1 has not in fact occurred.

If state of affairs SA1 exists, then any object O1, process P1, event
E1l, or state of affairs SAln which in the paradigm case is SA1l’s
constituent also exists, unless:

1. analternate decomposition of SA1 which does not contain O1,
P1, E1 or SAln as a constituent is found to apply, or

2. there is reason to believe O1, P1, E1, or SAln does not exist,
in which case

a known alternative decomposition of SA1 which does not
contain O1, P1, E1 or SAln applies, or

there exists a decomposition of SA1 which is unknown to
us and does not contain O1, P1, E1 or SAln, or

SA1 does not in fact exist.

If object O1 exists, that is reason (but generally not reason
enough) to believe that object O2, of which O1 is a paradigm case
constituent, also exists.

If object O1, a paradigm case component of object 02, exists,
that is reason (but generally not reason enough) to believe that
object O3, which is also a paradigm case component of O2,
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exists. A similar rule applies to processes (5.1) and states of
affairs (6.1).

S. If process P1 has occurred, that is reason (but generally not
reason enough) to believe that process P2, of which P1 is a
paradigm case constituent, has occurred or is occurring.

6. If object O1, process P1, event El, or state of affairs SA1 exists,
that is reason (but generally not reason enough) to believe that
SA2, of which O1, P1, E1 or SA1 is a paradigm case constituent,
exists.

Note: Rules 4, 5, and 6 suggest places in this inference scheme where
"weights" or probability estimates could be both useful and in accord
with common sense. How strong the "reason to believe" is depends on
which component of which whole we have observed. The weighting is not
generally a function of logical connection, but rather represents the
cumulation of empirical experience with these types of objects,
processes, etc.

7. If event E1 has occurred, then any process P1 which in the
paradigm case is terminated by E1 has both occurred and is no
longer occurring unless:

1. an alternative process which is terminated by E1 is found to
have occurred, or

2. another event, E2, which begins P1 is found to have occurred
after E1, in which case P1 has both occurred and is still
occurring, or

3. there is reason to believe P1 has not occurred, in which case

a. some other process, P2, which is known to be terminated
by E1 has occurred and is no longer occurring, or

b. there exists some process P3 which is unknown to us
which is terminated by E1 and which both has occurred
and is no longer occurring, or

¢. El1 did not in fact occur, or,

4. there is reason to believe P1 is still occurring, in which case

a. another event, E2, which begins P1 has occurred after El,
in which case P1 has both occurred and is still occurring,
or

b. EI1 did not in fact occur.
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Note: By substituting "object” or "state of affairs" for the word "process”
in Rule 7, and substituting "exist" for "occur”, similar rules for relating
events to objects and states of affairs can be written.

8. If two objects, O1 and O2, exist, both of which are constituents of
object O3, that is stronger reason to believe that O3 exists than is
the existence of either O1 or O2 alone. A similar rule applies to
processes and states of affairs.

Corollary:

8.1 If two objects, O1 and O2, exist, both of which are constituents of
object O3, that is reason (but generally not reason enough) to
believe that the relation between O1 and O2 is R12, the relation
that exists between O1 and O2 as constituents of O3. A similar
rule applies to processes and states of affairs.

In conclusion, I would like to revisit the remarks at the beginning of
this paper. Descriptive Psychology’s approach to the enterprise of
artificial intelligence is both distinctive and powerful. I have attempted
to illustrate in this paper both the conceptual scope of the Descriptive
approach, as well as some of the technical depth it contributes. Perhaps
more importantly, I have attempied to give the reader an appreciation
of the difference it makes to take this Descriptive approach. To those
readers whose interest has been piqued by this exposition, I would like
to echo the classic advice given in New York delis to hesitant patrons:
"Try it! You’ll like it!"
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HUMAN SYSTEMS ISSUES IN
SOFTWARE ENGINEERING

H. Paul Zeiger

ABSTRACT

The architecture, design, and construction of computer software is a human activity.
It is intensive in conception, imagination, description, and communication. As such,
it is probably the most psychologically oriented of the engineering disciplines. This
paper is devoted first to illuminating the salient features of this human activity from
the point of view of Descriptive Psychology, with emphasis on the problems peculiar
to software engineering. It is devoted secondly to promoting the use of Descriptive
Psychology as a tool within the discipline of software engineering to cope with the
formidable descriptive tasks encountered there.

This paper is intended for two audiences. The first audience consists of
persons with some familiarity with Descriptive Psychology, who have had
some contact with computers, and who have a modicum of curiosity
about what goes on behind the closed doors of the shops where
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computer software is produced. For these readers I hope to show, as in
a National Geographic article, that what goes on in that alien culture is
not so alien after all, that the practices there are driven primarily by
human aspirations and limitations, and only secondarily by the strange
properties of the computer itself. The second audience consists of
professional software engineers who are interested in anything that will
make their engineering efforts go more smoothly. For these readers I
hope to show that perspectives from Descriptive Psychology can shed
light on certain puzzling aspects of their work, and can point the way
toward improved methodologies for software design and construction.

WHY DESCRIPTIVE PSYCHOLOGY?

When a civil engineer designs a bridge, the constraints imposed by his
clientele on the performance of the bridge can be expressed in relatively
simple physical terms: span, width, load-carrying capacity, and the like.
When the bridge is built, the work plan is constrained by similar physical
parameters: where abutments can be placed, how big a piece can be
lifted into place at once, etc. When a software engineer designs a
program, say a word processor, the desires of his clientele are normally
that the program support them in some mental task whose
characteristics are specified (usually with difficulty) in conceptual or
behavioral terms: it must be easy to learn, and it must smoothly support
changing your mind about what you wish to write. When the program is
built, the work plan is constrained by how much one programmer can
accurately visualize, by how reliably members of the work team can
communicate complex agreements about who does what, etc. In these
respects software engineering is the most psychologically oriented of the
engineering disciplines.

Moreover, as we shall show in greater detail below, all the mainstream
tasks of the software engineer are descriptive tasks. Formally speaking,
anything that can be represented in a calculational system (Ossorio,
1971/1978) can be programmed. From a more practical point of view, the
main challenge in getting a program right is to get its desired behavior
represented in some formalism: any formalism. For this purpose, the
particular formalisms of Descriptive Psychology (Ossorio, 1971/1978,
1969/1981, 1970/1981, 1979/1981) are very well-suited. For example, in
the word processor example above, an excellent starting point for the
design would be a paradigm case formulation (including lots of detail)
of the process of an author writing an article; a useful model for the
programmers to use when communicating with one another would be an
object or configuration (Ossorio, 1971/1978) description of the text
being worked on. Descriptive Psychology is especially valuable in such
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applications because it is not tied to any particular programming
language. Software engineers tend to suffer from their own special case
of the Whorfian Hypothesis: One who programs in Fortran thinks in
Fortran, and thereby overlooks important features of the task at hand
that Fortran is poor at representing. Anything we can do to break this
kind of set is to the good.

THE CONTEXT FOR PRODUCT DEVELOPMENT

This section is devoted to an external view of the creation of products.
It represents the external world of the creators of software, and thereby
the principal constraints on what will work among their possible actions.
The principal constituents of this world are elaborated below.

The Target Community

For every product we build, there is a community that it is going out
into. This community is characterized by its members, statuses, concepts,
locutions, practices, and world (Putman, 1981).

Among the statuses are those involving actual use of existing and
proposed software products (data entry clerk), and those for which the
competence required for the status will be to some degree embodied in
a new product (accountant). Sometimes these come together in the same
person, as when a graphic designer uses a desk top publishing system.
The members of the target community expect certain statuses (e.g.,
Receivables Clerk) to be filled by humans and others (e.g., corporate
data utility) to be filled by machines. Some products, given the current
popularity of Artificial Intelligence, will fall on the borderline of this
distinction, sometimes feeling like persons, sometimes like machines.

Among the concepts of the target community are many that the
software itself will have to understand to some degree (font and
typeface, for a desktop publisher), and more that the builders of the
software will have to understand (graphic design department, paste-up).
If the software is to be at all conversational in its interactions, it will
have to have built-in many of the locutions of the target community. The
practices of the target community work one way before the introduction
of the software, and a different way after. For example, tasks formerly
done by a draftsman may be absorbed by the graphic designer when a
desktop publishing system is introduced. New statuses, for both persons
and machines, may have been introduced, together with new or modified
practices, as when a business moves from paper to computer-based
accounting. The software builders have to appreciate both sets of
practices (before and after), and the software itself has to embody those
practices in which it participates directly. For example, a computer-based
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accounting system will prepare the monthly financial statements; it
thereby embodies (an alternative version of) the practice engaged in by
persons under the paper accounting system. Anyone who installs an
accounting system without a clear understanding of both before and after
versions of the practice, in the firm under consideration, is asking for
trouble.

The Creators of Software

Into the above community come the vendors of software. They are
outsiders to the target community, and are viewed as vendors of
products, services, or solutions. None of these views, by itself, fits the
case. If software is a product, it’s a product with a big service
component; if a service, it carries with it many objects to be left behind;
and in any case it had better provide solutions to what the client sees as
problems. The attitude of the target community toward the vendor’s
software is usually driven by cost/benefit considerations: up-front cost
plus cost of maintenance and enhancements plus personnel training cost
plus cost of time of experts and consultants, versus faster delivery of
needed knowledge, smoother organizational functioning, fewer mistakes,
and greater productivity. Usually these benefits are intangible and
difficult to estimate, while at least some of the costs are concrete. Any
techniques that support more detailed organizational analysis (task
analysis, means-end descriptions; see Ossorio, 1971/1978) are called for
in examining these cost/benefit issues.

The vendor needs to address the cost/benefit issues, make the benefits
more concrete and estimatable, and above all generate accurate images
of what the system can and cannot do. In this he is in the role of an
actor’s impresario, trying to make clear the potential contributions of an
absent party. At the same time he has to weigh his promises against the
cost of delivering on them—costs that can vary wildly as a result of
apparently small changes in system capabilities.

NEEDED ACCOMPLISHMENTS

Somebody on the vendor’s work team needs to accomplish the following
tasks:

1. Locate High Opportunity Target Communities. Over the last decade,
opportunities for successful software (and hardware) introduction into
communities has been generally overestimated. (The so-called home
computer market is the classic example.) Sometimes this has been due
to naive optimism on the part of technologists looking for a place to
hawk their wares. More often it has been due to an unwillingness or



Software Engineering 109

inability to grasp the real practices and values of the target community,
and to do an adequate cost/benefit analysis from the perspective of that
community.
2. Conceive Products Appropriate to Them. Similarly, we have had
embarrassingly many examples of both hardware and software that were
inappropriate to their target communities, for example, the original
Macintosh in the business community (not powerful enough), the Amiga
in the current home market (too expensive), all kinds of self-help
software (benefits too vague). Disaster after disaster has been obvious
in hindsight, yet none were foreseen, at least by the product builders.
The effect of all this harsh experience upon the practices of the creators
of software has been that now only the firms with very deep pockets will
build a product "on spec”. Smaller companies stick to building products
so desperately needed that the client is willing to put money up front.
This practice has at least the salutary effect of providing the opportunity
for checking the appropriateness of a software product continuously
throughout its development. There will be more below on how this can
be done and on the possible role of Descriptive Psychology in the
process.
3. Create Business Relationships with Them. At present it seems
inconceivable that a successful software product could be developed
without the close involvement of members of the target community
throughout the entire development process. For the reasons why, see the
next section.
4. Capture the Needed Knowledge and Competence. Persons acquire
knowledge by observation and contemplation, and competence by
practice and experience (Ossorio, 1969/1981, p. 32). Software acquires
both, as of this writing, by its builder’s building them in. Some of the
researchers in Artificial Intelligence are trying to change this, but the
fruits of these labors seem unlikely to hit the commercial market for
several years. There is, however, an important element common to the
acquisition of competence by both persons and software: Actual
Pparticipation (perhaps with restricted status) in the practices of the target
community is necessary in order to generate the feedback needed to get the
behavior right. For persons, this is done by apprenticeship, with the
apprentice learning on his own as he goes. For software, it is done by
testing mockups and prototypes in the field environment, with the
"learning” accomplished by the programmers who build the discovered
corrections into the behavior of the software. It makes sense to say that
by these means the software acquires the knowledge and competence
needed to do its job right.

But it takes a major acquisition of knowledge and competence just to
get a product to the point where it is eligible for even a limited field
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trial. The key ingredient in capturing this knowledge and competence
from the target community is again participation, but this time it is
participation of the builders and the clients in each other’s communities.
For example, the software vendor needs to create activities in which
both system builders and members of the target community participate.
These can include observation of the target community, interviews, and
walk-throughs of practices; shows about proposed system behavior,
walk-throughs of designs, and critiquing of mockups, diagrams,
specifications, and prototypes. Often, it will (and should) feel to the
target community like bringing a new person on board.

5. Embody Them in Working Products. The goal is to come up with a
working product that meets the needs of the target community, is
appreciated by that community, and is reliable and maintainable; and do
so within the limitations of allocated resources. In addition, software,
like a human worker, has to grow and change with the job, and it should
be possible for this to happen at reasonable incremental costs.
Experience has shown all this to constitute a very challenging
undertaking; many products fall by the wayside. (Indeed, my preference
in software for my personal use is for programs that have survived for
at least a year in a community of at least 10,000 active users.)

To build even a minimally satisfactory product calls for the accurate
communication of large volumes of detail among all team members.
Experience has shown that it is essential that this detail be written
down; the opportunities for misunderstanding in oral communication
are just too great. English (or any other natural language) often fails for
this communication due to too much ambiguity or too little expressive
power. For this reason one often finds a host of special formalisms in
use for internal communication of design choices: data flow diagrams
(Yourdan & Constantine, 1979), decision tables, HIPO Charts; social
practice descriptions (Putman & Jeffrey, 1985); various kinds of tables,
structured English, etc. Each of these formalisms can be viewed as a
special case of one of the descriptive formats proposed by Ossorio
(Ossorio, 1971/1978), so that Descriptive Psychology provides a kind of
metalanguage into which we can fit each of these special communication
tools. Doing this placement gives us a valuable perspective from which
to create new communicational tools or enhance the old ones.

Ultimately, the entire behavior of the system must be specified in
some machine-readable form. This specification may use any of the
above-mentioned languages, actual compilable code, sets of rules for an
expert system shell, private little languages, or what have you. But, as of
this writing, whatever is going to be in the behavioral repertoire of the
software, we have to put there explicitly by means of these descriptions.
And, given the difficulty of getting these descriptions right, they must all
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be subjected to several levels of checking, usually by some combination
of independent review of the descriptions themselves with testing of the
resulting software in action. The sheer mass of this descriptive task
constitutes the most serious obstacle to successful completion of most
software projects.

6. Introduce the Products into the Target Community. Some years ago
an advertisement appeared in one of the computer trade journals
showing several crates sitting forlornly on an otherwise empty loading
dock. The caption read: "Some computer systems aren’t delivered, they’re
abandoned". Today, vendors of both hardware and software are sensitive
to the problems of getting a new system into effective use, but these
problems remain thorny. To stretch an analogy used above, it is like
bringing a new person on board, but the new person is infinitely more
helpless that any human being to push for getting himself wisely used.
Further elaboration of this challenging task will have to wait until I
garner more experience with it myself.

ECONOMIC CONSTRAINTS

All six of the above accomplishments cost money to do. The last three
of them (capture needed knowledge and competence, embody them in
working products, and introduce the products into the target community)
are legitimately chargeable to software development contracts. The first
three (locate high opportunity target communities, conceive products
appropriate to these communities, and create business relationships with
them) must come out of the software vendor’s profits. The chargeable
accomplishments are usually done against a budget, either an internal
one or an external fixed-price contract. Thus it is crucial to be able
accurately to estimate their cost up front. It is more important to have
a reliable upper bound on the project cost than to be able to predict the
actual cost. This is because there are so many things that software might
do, which look attractive on the surface, and which should not be done
because the development costs outweigh the benefits. A software vendor
unable to filter these situations out is doomed immediately. (In
situations involving advanced development, estimation of costs within a
50% tolerance is frequently impossible. Clients and contractors have
come up with many imaginative project-staging and risk-sharing
arrangements for dealing with such situations.)

Capturing the needed knowledge and competence presents at least two
economic problems: On the client side it is intangible (how much does
it cost to have this key person pestered by knowledge engineers?), and
on the vendor side it is expensive. It is expensive because system
implementation eventually requires machine-readable descriptions of
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system behavior, and somebody has to span the cultural gap between the
target community and some community in which machine-readable
descriptions are a core element. It doesn’t matter too much whether we
call this somebody a systems analyst, a knowledge engineer, or a
programmer; and it doesn’t matter too much what language the
machine-readable descriptions are in (any of the ones mentioned so far
are among the possibilities). The crucial parameter is the width of the
cultural gap. (Different communities implies different members, statuses,
concepts, practices, locutions, or world; see Putman, 1981). The main
things that need to be carried between communities for system
description are concepts, practices, and locutions. We understand fairly
well how to train people to translate practices and locutions (although
this is far from a trivial skill to acquire); translating concepts is far less
well-understood and therefore rarer. In most situations today, the width
of the cultural gap is large enough that those who can successfully work
across it are rare and expensive. Furthermore the task itself is very
exacting, so that the systems analyst, knowledge engineer, or programmer
not only has to be competent at spanning the large cultural gap, but also
at managing large masses of detail, constantly checking correctness, and
frequently correcting large, messy descriptions without wrecking
them—not to mention dealing patiently and creatively with all kinds of
feedback from both communities: The clients hate this feature; the
machine won’t execute that one.

The problem of spanning this cultural gap provides the field for a host
of currently attempted technological advances:

Formal Design Languages

Formal design languages constitute a compromise between English and
machine-readable code (see Yourdon and Constantine, 1979, for several
of the examples mentioned above). The creators of these languages
attempt to remove the ambiguity of English by restricting the vocabulary
and by providing formal procedures for defining new terms. They
attempt to enhance the expressive power by adding new syntactic
constructions, graphical or textual, to facilitate the construction of large,
articulated, descriptions. Thus they allow us to bridge part way towards
the terrible discipline of the fully unambiguous, implementable,
description without taking the whole jump at once.

Rapid Prototyping Tools

Rapid prototyping tools are software construction aids that assist us
in building preliminary systems having limited functionality, fast. They
often force us to bridge further toward the machine than does a formal
design language, but pay off with something that actually runs, albeit
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below the standards of the envisaged product. Such a prototype is often
a necessary intermediate step, not merely for technical reasons, but in
order to provide clients with something they can see, feel, and most
importantly compare with their visions of how the product will behave.
Just as a musician may be able to look at a score and hear the music it
represents, an analyst may be able to look at a design language
description and feel the behavior of the product described. Few clients
are blessed with this gift; therefore the prototype is an important early
step in generating design feedback.

Expert System Shells

Expert system shells offer quick construction of systems for which the
principal concepts needed by the system itself are if-then-else rules. They
promise us finished products after spanning a cultural gap that is an
order of magnitude smaller than we are used to, if only the desired
application is amenable to description in the rule-oriented language
provided. As with other descriptive languages, there is a trade-off
between breadth of application and ease of use: narrow-scope tools like
M-1 and ExpertEase are easy to learn and use; broad-scope tools like
S-1 and Kee call for specialized competence comparable to that of a
programmer.

For the professional software builder, it is easy to become jaded about
the continual procession of new software tools, each promising to make
software productivity equal at last to the current challenges. There is an
economic equilibrium: Software productivity has improved a lot in the
last decade, and every advance is immediately absorbed by the new class
of applications that has just become feasible using the new tools. The
advance is never as great as its inventors hoped; still, there is always a
new class of applications just around the corner that would become
feasible if only we could make some part of the system building task
(usually the knowledge capture) another order of magnitude cheaper.

Embodying knowledge and competence in working products also
presents economic problems. Since complete, consistent, detailed
descriptions are so expensive, the key challenge here is to throw away as
little as possible along the way. That is, build technological capital in the
form of re-usable descriptions that allow us easily to carry the bulk of
past problem solutions into the future without having to re-solve those
problems. (There will always be plenty of new ones!) The main tool here
(in addition to all those already mentioned) is a library of descriptions,
preferably machine-readable, some purchased, some locally built, that
constitute the technological capital of the firm.



114 H. PAUL ZEIGER

HUMAN SYSTEMS CONSTRAINTS

When there are tasks that are done expensively and poorly, it is usually
because the work is on the ragged edge of the abilities of persons to do
it. Several of these situations in the creation of software have been
suggested by the economic issues mentioned above. For example,
bridging disparate cultures is difficult for many; so is managing large
amounts of detail in an environment in which small slips make big
messes. It is useful to enumerate the powers, and dispositions (Ossorio
1970/1981) needed for various system building tasks, along with
significant behavioral limitations that will prevent persons from
accomplishing these tasks. For example, we have so far mentioned the
following abilities as needed at some point in the task: to capture the
concepts, practices, and locutions of an alien community, to
communicate them effectively to other team members, to effectively
manage large masses of detail, and to cope with computing machinery.
To complete this enumeration is beyond the scope of this article, but
should be done as preparation for an analysis of how the entire task of
software construction can be better partitioned among the various
players. At present the jobs tend to fall into two classes: jobs calling for
a combination of abilities that is absurdly rare (systems analyst,
knowledge engineer), and jobs described by Fred Brooks’s (1975) dictum:
"Anyone smart enough to do . .. right is too smart to do it for long"
(project librarian, software test specialist). We need to critique our
classification of jobs and responsibilities with an eye toward getting the
required competences lined up with what we can reasonably expect to
find in one person.

There is a related class of relevant human systems constraints having
to do with communication. Persons whose attention is focussed on
creating or maintaining large, complex descriptions tend to forget to
communicate to others those actions that impact the others’ use of those
large complex descriptions. As such a person, I can testify that it is
tempting to dive into such a description and regard it as my whole
world. Coming up for air and emerging into the broader reality is an
uncomfortable task often put off as long as possible.

METHODOLOGY

Overview

When a product has been completed, it includes many descriptions of
the behavior of the product. Some are brief and glossy, for marketing
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use, as you might receive unsolicited in the mail. Others are more
detailed, for the persons who are going to use the product, like the
user’s manuals for WordStar or PCDOS. Still others go into the inner
workings of the product, for those who will maintain it, for a typical
microcomputer product, these are from 3 to 10 times the volume of the
user’s manual. Finally, there are the descriptions that are machine
readable, for compilation or interpretation by the computer as it runs
the product. For a typical microcomputer word processor or spread
sheet, these descriptions total from 10,000 to 100,000 lines of code in
some programming language. To gain enough familiarity to modify such
a product might take an experienced programmer several weeks of study.

Note that the sum total of all these descriptions is the product: There
is nothing else to add. They should all be consistent with each other.
Each should be complete, from the perspective of the community it is
for. And, of course, the behavior described by each should be
appropriate to the needs of the target community. Each represents the
same product, redescribed from the point of view of a different
community or status within a community. The language of each differs,
subtly or spectacularly, from that of the others.

Each of the above descriptions has to be created by members of the
software vendor’s staff, perhaps with machine aid. In addition these staff
members will typically produce many more descriptions, partial
(including demos), incorrect, supporting (scaffolding), even subsidiary
products for internal use. Some of these descriptions may be, like those
mentioned above, consistent and complete descriptions of the whole
product from the perspective of some special community or status within
the vendor’s development shop. Work planning for product development
consists of deciding which descriptions are to be produced when, by
whom, and how they will depend on descriptions produced earlier. A key
planning question is how we apportion the work to take advantage of
the different strengths and weaknesses of the team members—especially
the most oddball team member, the computer.

Most of the descriptions are notoriously error-prone. Much of the
development time is devoted to checking their correctness by whatever
means work. More key planning questions relate to this testing: How is
each description to be tested? Which can be used to test each other?

The rest of this paper is prescriptive. It consists of suggestions and
rules of thumb gleaned from several years of experience. Although they
are all part of the folk wisdom of software engineering, the perspective
of Descriptive Psychology has thrown a fresh light on each of them.

1. About the Descriptions Generated. Every description has to be
readable to somebody, the fewer that are only readable to arcane
specialists, the better.
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Compiling or interpreting descriptions is desirable. For example,
programs that have to format text on a page often interpret a little
language for describing the formatting: Center this line, change the right
margin, etc. A program that needs to know the address of the Secretary
of State of each of the 50 states would normally keep this information
in a table. In each case we have a small descriptive language with
narrowly prescribed formats that is read and written by both persons and
programs.

Special viewing tools short of full compilation or interpretation may
be needed. The best examples of these are for dealing with the complex
descriptions we call computer program source listings: cross reference
generators and formatters that capitalize and indent automatically
according to the structure of the text.

All of these descriptions may be considered cases of some Descriptive
Psychology format: The page formatting language turns the text to be
printed into a kind of process description. The table is a state of affairs
description consisting of a number of element-individual pairs. The
programming language source listing is process description with object,
process, and state of affairs constituents. It is useful to take this
perspective when confronted with a particularly opaque description;
sometimes it can be thereby be reorganized into something better.

For descriptions that are to be written in an actual programming
language, use the highest level programming language for which you
have an adequate implementation. When applied to programming
languages, "higher level" means "permiiting a marrower cultural gap
between the program text and a description in the language of the target
community". (Another way of saying this is that the basic concepts of the
programming language are closer to the relevant concepts of the target
community.) Consequently, the higher the level, the greater the
economies across the board in construction, checking, and maintenance.
2. Make up Languages Appropriate to the Task. Descriptive Psychology
provides a rich stock of descriptive formats (units for objects, processes,
events, and states of affairs; task and means-end descriptions, etc.).
There is an infinite range of possibilities for how these formats, or
variations on them, might be used in a given practical descriptive task.
The job calls for experience, imagination, and wisdom. Descriptive
Psychology is a more a metalanguage than a language; it provides
boundary conditions on what forms of expression make sense, and some
hints as to what might work well in certain situations, but the detailed
representation of each real world situation (including the form of the
representation) is up to the person who needs to describe that situation
for computer use. This is most obvious (and most difficult) at the point
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where the bottom levels of human-oriented description meet the top
levels of machine-oriented description.

3. Anchor at the Top. Descriptions of large, complicated systems are
made comprehensible (sometimes) by the copious use of part-whole
descriptions. Unless some very strong reason calls for an exception,
always describe the whole before its parts. Such a description provides the
context for each part described, enhances readability, and reduces the
likelihood of inconsistency. Note that each part described may be an
object, process, event or state of affairs (not to mention the derivative
computer science concepts: procedure, data structure, message, agent,
module, etc.).

Once you have become familiar with the purpose of a computer system
that is under design, it is very easy to neglect to write down the topmost
levels of its description. This tendency must be avoided, both for the
sake of future maintainers of the system and for the sake of your own
future elaboration of the details: The top levels of the design contain
boundary conditions on what will work at the lower levels that are
amazingly easy to forget.

The top levels are best written in a language very different from most

programming languages. A good starting point is a community
description: What members (software-implemented agents) will there be?
what statuses? what practices? what concepts are needed to carry out
these practices? what messages sent and received? what is the logical
form of these messages? A good exercise for systems analysts is to
critique data flow diagrams (Yourdon & Constantine, 1979) from this
point of view. What do they cover? What do they omit?
4. Keep Everything Visible (to anyone who cares). The product is
composed entirely of descriptions. Each description is written in the
language of some community. Some of these communities are closely
tied to the computer and some are not. Complexity is everywhere. The
most important guideline I can think of is this: describe each complexity
in the language of the communilty it belongs to. Lawyers have honed their
language to deal with legal complexities, managers with business
complexities, and accountants with financial complexities. These
complexities are difficult enough to write down in a language that was
designed for them. Writing them down in computerist’s language is
certain disaster: then for anyone to critique or maintain them, he has to
be fluent in the concepts of both communities. The guideline above
maximizes the visibility of the product’s design; everyone who has an
interest in a certain aspect of the system has at least a chance of reading
the descriptions that pertain to that aspect of the system.

Of course, we must eventually have machine-readable descriptions, so
if the descriptions discussed above need to be translated by hand into
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machine-readable form, we have accomplished little. The answer is to
machine-translate these descriptions into something that is more
harmonious with the computer. Put another way, we make these
descriptions readable not only to some target community of persons, but
to one or more computer programs designed specifically to handle this
class of descriptions.

5. Minimize Redundancy. Redundancy in descriptions of a software
product is a major liability. It bloats the descriptions, inhibits their
readability (and implementability) and, worst of all, opens the door for
inconsistencies between the various redundant parts. On the other hand,
the removal of redundancy is absolutely secondary to the objectives of
the preceding paragraph; readability to the concerned communities
comes first. This means that whenever two descriptions of the "same
thing" are needed for two different communities, we need to either pick
one and derive the other from it (preferably by machine), or create a
third and derive both of them from it. The simplest example is a table
of numbers: It needs to be in text form to be created, critiqued, and
revised by persons, yet eventually gets represented using the internal
representation of numbers in the computer. Often we find ourselves
building separate programs to do this translation; they are compilers for
data.

6. Build a Dictionary of Concepts. The total of all the concepts used
in all the descriptions that constitute a product make up a language and
world private to the product (and the development team). For example,
the documentation for a word processor often contains specialized terms
like "cursor”, "text buffer", "insert mode", and "edit session". If we
continued the search for specialized terms throughout all the
descriptions making up the word processor right down to code, we would
typically come up with 500 to 1500 words and phrases. As obnoxious as
such a jargon is, it is inevitable, and the best we can do is to compile a
dictionary for it. That way we at least reduce the chances that two team
members (or one at different times) are using slightly (or wildly)
different versions of what they thought was the same concept. In the
jargon of the systems analyst, the "data dictionary" is an approximation
to this dictionary. To design effective formats for such a dictionary that
allow it to be more comprehensive than current data dictionaries is a
major potential application of Descriptive Psychology to software
engineering.

7. Isolate the Tough Descriptive Nuts; Start on Them Early. Early in
the descriptive task for a product, there often surface situations that
cause butterflies in the stomach of the experienced analyst. Some
description may appear to require a billion characters of text to write
down, or some object may require conceptual elaboration in two entirely
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different directions for two of the communities involved, or some needed
part of a description may appear to be subject to combinatorial
explosion. These tough descriptive nuts may constitute real show
stoppers, or merely points where unusual skill will be needed to come
up with the right kind of description. In either case, lavish attention
early from the most experienced brains on the project is called for. The
worst thing that can happen is to pick an inadequate descriptive
methodology for one of the nuts and try to bull your way through, only
to have the project bog down because of it 10,000 lines of code later.
8. Test Concurrently with Every Step of Development. As more and
more descriptions are constructed and hooked together, more and more
of the behavior of the desired product becomes manifest. For every
deviation of this behavior from that desired, we must find the bug and
repair it. To do so appears to take an amount of effort that increases
faster than linearly in the size of the portion of the product so far
constructed. To avoid major wastage of time (testing typically consumes
at least as much time as building), we must organize incremental testing
along with incremental building so that the troubleshooting time does
not explode as the product nears completion. I find this a most
challenging facet of the art of software engineering.

The preceding paragraph was concerned with the effort necessary to
find bugs. There is an analogous situation with respect to the effort
necessary to fix them. Each bug fix can be visualized as backtracking in
the construction process to the point where an error was made, then
rebuilding forward without making the error. The
cost increases with the distance you have to backtrack: Early-stage
design errors that surface late in the construction process are
particularly costly. With long experience, project managers develop an
instinct for how to organize the work to hold down the length of the
likely backtracks. It would be nice to have some kind of theory of this
phenomenon.

9. Use Persons Far From Your Own Community as Testers. A good
aeronautical engineer can almost feel the stresses in a plane in which he
or she is flying. The same is true for software engineers, and they seem
to have an instinctive disinclination to break that which they have built.
Therefore we need persons with a different mental set to serve as
testers.

10. Make a Visual Mockup First. Each software product has its own
distinct feel. Some feel like flexible and powerful machine tools in the
hands of an expert, like a radial arm saw used by a cabinet maker (the
Unix shell is a possible example). Others have the comfortable feel of
a familiar household appliance, always responding appropriately to a few
simple commands (the PFS series of products was designed to be this
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way). Still others give the illusion of a rather limited person who is
holding a conversation with you (e.g., the infamous Eliza, or the dialog
boxes used by many Macintosh programs). It is essential that this feel be
harmonious with the desired role of the product in the target
community, and this must be assured up front, for the feel influences
everything about the internal design. It is becoming fashionable among
software developers to check this out via one or more mockups that
simulate the product’s behavior in a very restricted range of scenarios
(Dan Bricklin’s Demo Program is often used for this).

11. Implement the More Visible Parts Before the Less Visible. Although
description proceeds most naturally top down, from the whole to the
parts, the parts can be implemented in many possible orders. The order
of implementation should at least do justice to the extreme
error-proneness of the descriptive task: Of all the parts you might
implement at a given point in time, implement first the one that is the
most visible; that way you get the most opportunity for testing and
inevitable revision. The preceding paragraph is an example: The
product’s feel is its most visible part. If two parts are equally visible,
implement first the one that is more error-prone. If, on the other hand,
you implement something invisible, is faults will remain hidden, lulling
you into a false semse of how much has been finished. This advice
dovetails with the discussion above about testing concurrently with every
step of development.

12. Don’t be Afraid to Use a Rich Array of Descriptive Methods and a
Correspondingly Rich Array of Software Tools for Dealing with Them.
Fifteen years ago, almost all the descriptions making up a
business-oriented software product were of two forms: tables and Cobol
code. Today it is more common to have many forms: tables, knowledge
bases, interpreted descriptions of processes, relational models, social
practice descriptions, and even different programming languages for
different parts of the product. Each of these descriptive forms might
have associated with it a compiler, an interpreter, an editor, a critic, or
a formatter. We must be careful not to be overwhelmed by the task of
building these tools, yet it is often economical to build them because
they can be used across a range of similar products.

13. Cast the Most Volatile Parts in the Most Pliable Medium. Tables are
"soft” (easily changed); code is "hard"; the other descriptive forms fall
somewhere between. Some descriptions get revised with every bug fix or
product enhancement while others remain stable for years. Obviously, we
want to make the medium fit the function: soft media for volatile
functions; hard media for nonvolatile functions. This apparently simple
objective is astoundingly hard to achieve in practice.



Software Engineering 121

EPILOGUE

I have tried here to follow my own advice and give an exposition
anchored at the top and elaborated down to a useful level of detail. I
wish that it contained more concrete, useful, rules. I am happy, though,
with the number of guidelines and rules of thumb included, and
particularly pleased with the perspectives on software engineering that
I have demonstrated by using them. I hope that some of the questions
raised here may provide others with fruitful research topics.

ACKNOWLEDGMENTS

I wish to thank those who have participated with me in discussions, sometimes

heated, about the subjects in this paper, especially P. G. Ossorio and Lowell

Schneider. I also thank those who have helped to generate the concrete

experience, sometimes harsh, that motivated those discussions, especially Terry

Schmid, Cecelia Jacobs, and Stephanie Allen. And I especially thank those who

have participated in both the above statuses: Joe Jeffrey and Anthony O. Putman.
Author’s address: 710 Hawthorn Ave., Boulder, CO, 80304

REFERENCES

Brooks, F. B., Ir. (1975). The mythical man-month. Reading, MA: Addison-Wesley.

Ossorio, P. G. (1971/1978). "What actually happens". Columbia, SC: University of South
Carolina Press. (Originally published in an earlier version in 1971 as LRI Report No.
10a. Whittier, CA and Boulder: Linguistic Research Institute. Later listed as LRI
Report No. 20.)

Ossorio, P. G. (1969/1981). Notes on behavior description. In K. E. Davis (Ed.), Advances
in Descriptive Psychology (Vol. 1, pp. 13-36). Greenwich, CT: JAI Press, 1981.
(Originally published in 1969 as LRI Report No. 4b. Los Angeles and Boulder:
Linguistic Research Institute.)

Ossorio, P. G. (1970/1981). Outline of Descriptive Psychology for personality theory and
clinical applications. In K. E. Davis (ed.), Advances in Descriptive Psychology (Vol. 1,
pp. 57-81). Greenwich, CT: JAI Press, 1981. (Originally published in 1970 as LRI
Report No. 4d. Whittier, CA and Boulder: Linguistic Research Institute.)

Ossorio, P. G. (1979/1981). Conceptual-notational devices. In K. W. Davis (Ed.), Advances
in Descriptive Psychology (Vol. 1, pp. 81-104). Greenwich, CT: JAI Press, 1981.
(Originally published in 1979 as LRI Report No. 22. Boulder: Linguistic Research
Institute.)

Putman, A. O. (1981). Communities. In K. E. Davis (Ed.), Advances in Descriptive
Psychology (Vol. 1, pp. 195-209). Greenwich, CT: JAI Press,

Putman, A. O., & Jeffrey, H. J. (1975). A new paradigm for software and its development.
In K. E. Davis & T. O. Mitchell (Eds.), Advances in Descriptive Psychology (Vol. 4 pp.
119-138). Greenwich, CT: JAI Press.

Yourdan, E. & Constantine, L. L. (1979). Structured design. Englewood Cliffs, NI:
Prentice-Hall.






KNOWLEDGE ENGINEERING:
THEORY AND PRACTICE
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ABSTRACT

The most difficult part of building an expert system (one that models significant
human expertise) is knowledge engineering, the art of gathering expert human
knowledge and representing it in technically usable form. Since the knowledge
engineer’s goal is complete, precise, technically usable representations of human
behavior, and Descriptive Psychology is a systematic formulation of the concepts of
person, behavior, language, and the real world, one would expect Descriptive
Psychology to be very useful in knowledge engineering, and this has proven to be the
case. In the last several years considerable experience has been gained in using the
formulations of Descriptive Psychology to do knowledge engineering in a variety of
areas. This paper presents some of these formulations, and the concepts, approaches,
and practices based on them.

The past ten years has seen the emergence of an area of computer
science and technology known as "expert systems". An expert system is
one which attempts to reproduce the behavior of a human expert or
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experts in some domain. It is widely agreed that the most difficult part
of building an expert system is getting the expertise from the human and
representing it in a form that the computer can use it. That enterprise
is known as knowledge engineering.

The author has been engaged (with others, notably A. O. Putman and
M. E. Haarer) for several years in building expert systems. We have
successfully produced several systems, covering a wide range of expertise,
which compare favorably in size with other expert systems. (One of
these, MENTOR, is discussed in detail in Jeffrey & Putman, 1983.)

In the course of this work, we have used, and in some cases developed,
a number of concepts and practices which we have found make a
substantial difference in our ability to gather the knowledge necessary
and represent it in computer-useable form. This paper presents these
approaches, concepts, and practices.

The paper discusses the logic of representing human behavior, and the
practice of knowledge engineering as a human enterprise. It addresses
the twin issues of what one must specify in order 1o represent certain
types of human expertise, and how one goes about gathering the
necessary information. The logical requirements that any form of
representation must meet in order to qualify as a description of this type
of expertise are presented, and it is shown why certain technical
developments in artificial intelligence (e.g., "frames” and “frame
systems") have proven so attractive to workers in the expert system area,
but so difficult to use effectively.

This paper is intended to address (at least) two distinct audiences:
Descriptive Psychologists interested in applications of Descriptive
Psychology in technical areas and/or other practical realms outside
clinical psychology, and those familiar with expert systems who are
interested in a different approach to the problems encountered in
building them. Descriptive Psychologists may find the development of
the parameters of Intentional Action and Social Practice Descriptions
to be a review of familiar material. Others may face more a difficult
problem. The discussion of human action presented in this paper is
deliberately couched in common terminology, but includes a number of
highly technical concepts, such as intentional action, social practice,
knowledge, perspective, and skill, to name a few. Keeping this in mind
may help to avoid the impression that the discussion is "loose” or
informal. The interested reader is referred to Ossorio (1970/1981),
Jeffrey and Putman (1983), and Putman (1981) for more detailed
presentation of these concepts and their relation to other fields of
psychology.
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The approach to expert systems, and artificial intelligence in general,
exemplified in this paper differs in two significant ways from the more
usual ones. First, the central concept is action, rather than knowledge.
Expert behavior in a domain is reproduced by representing, at a useful
level of detail, everything it takes to engage in the behavior (or
behaviors), and having a software system that can act on those
descriptions. Knowledge is one (but only one, as we shall see below) of
the necessary ingredients of behavior descriptions. By contrast, the more
usual approach is to treat a person as an "information processing
mechanism”, and actions as logical implications of the information
(Firschein, 1984).

The second major difference is to view expert behavior as a case of
human behavior, and to note that knowledge engineering is a case of
one person describing another’s behavior. It is therefore a human
enterprise, in which the relevant concepts, skills, and perspectives (about
which much more will be said below) are those which are oriented to
understanding and describing another human’s behavior, rather than
those from mathematics, computer science, or any other technical realm.

BACKGROUND

Ever since computers began to be commonly available in approximately
the early 1950s, researchers have attempted to program computers to do
things that, in the common idiom, are called "intelligent". By this it is
meant that the things are not done merely "by rote”, but require analysis,
judgement, skill, or some combination thereof. This field has come to be
called "artificial intelligence".

Artificial intelligence includes several distinct areas. Examples include
programs to play games "intelligently" (i.c., not simply by a procedure
with a guaranteed result); programs to solve problems; and programs to
understand natural language.

In recent years the area of expert systems has become quite prominent,
bearing the fruit of actual successes and programs of practical use
outside the academic community. As human expertise is expensive and
rare, there is great demand for such systems. The core practice in this
arca is the production of computer programs that reproduce the
behavior of some human expert or experts (Rich, 1983).

Examples of working expert systems include MYCIN, a medical
diagnosis system (Buchanan & Shortliffe, 1984); PROSPECTOR, a
geological data analysis program (Duda & Reboh, 1984); and R1/XCON,
a program to configure computer systems (Kraft, 1984). An expert
system, then, is a computer program that engages with a person as a
human expert in some area does. Another way of saying this is that it



126 H. JOEL JEFFREY

makes sense to view the program as engaging in the social practices that
the human expert does. (This does not mean that the human expertise
has been reduced to an algorithm. This issue has been addressed in some
detail in Jeffrey, 1981.)

It is the knowledge engineer’s job to capture and represent what the
expert does, in such a way that the system can engage in the practices of
interest.

Obviously, the form available to the knowledge engineer for
representing the expertise will heavily influence representation. Perhaps
not so obviously, this form may, and often does, also influence what
expertise the knowledge engineer gathers and how he gathers it. Further,
the expertise (and all of its aspects) is not the same as the form for
representing it; representing human expertise requires that we have a
statement of what that expertise consists of, independent of the form for
representing it.

THE INFORMATION TO BE GATHERED

"Knowledge Engineering" vs. "Action Representation”

The term "knowledge engineering” is standard terminology in the
expert system field. It reflects a certain approach to the problem of
reproducing human expertise. This approach is to consider a person’s
knowledge a "thing" which he has, and which he "applies” to a problem,
the outcome being some performance. With this approach, the emphasis
is on finding out what the expert "knows" and then connecting this
knowledge to the performance. In most systems, the knowledge is
connected to the actions by "rules” of the form, "If X, then Y". The
particular Xs and Ys are found by talking to the expert, or experts, and
may be either a further item of knowledge or a performance. Here is an
example, from the MYCIN system:

If:  the stain of the organism is gram-positive, and the morphology of the organism
is coccus, and the growth conformation of the organism is clumps

Then: (with certainty 0.7) the identity of the organism is staphylococcus (Rich, 1983,
p. 286)

I believe that this term, although standard, is something of a
misnomer. Taken literally, it indicates that one is building some object,
or construct, out of "knowledge". Further, the knowledge engineer
almost inevitably focuses one on the knowledge aspect of the enterprise.
However, what matters is whether the system reproduces the
"performances” (using the term as it is used outside Descriptive
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Psychology) of the expert, not the knowledge itself. In other words, it is
the behavior of the expert that is to be reproduced, and I believe
therefore that a more appropriate focus, and terminology, is action
representation.

The action representation approach to the task of producing an expert
system is not to ask, "What does the expert know that allows him to
perform in this way", but rather, "Exactly what does this expert do?", or,
more technically, "What are the Social Practices that this person engages
in?"

To answer this question, the knowledge engineer presents social
practice descriptions of the intentional actions the person engages in.
These social practice descriptions are described in detail below.

Approaching the task in this way does not eliminate the need to
specify the expert’s knowledge. Rather, it expands the task of the expert
system builder to specify not only the knowledge, but all of the other
aspects of the actions the expert engages in, and their relationships.

The following discussion addresses the parameters of intentional
action and how one acquires the information that allows one to fill in
the parameters in actual cases. The presentation begins with an actual
case and develops each "type of knowledge" (i.c., parameter) necessary.

This form of presentation is intended to highlight, and emphasize, the
close connection between ordinary "common sense" understanding of
human actions and the technical ways of acting on that understanding
that one must have for technical work.

A further point is in order. As has been discussed at length elsewhere
(Ossorio, 1970/1981), Descriptive Psychology is not simply another
theory or approach; it is the systematic articulation of the concepts of
person, behavior, language, and the real world. This contrasts with a
theory, abstraction, construct, etc. The particular form used to represent
the aspects of a person’s actions is open to a great deal of personal
preference and choice; the logical requirements any such representation
format must meet are not. As a result, using the formulations of
Descriptive Psychology to understand, and represent, a person’s actions
(i.e., knowledge engineering) contrasts, in some cases quite sharply, with
using abstractions such as frames, if-then rules, or mathematical logic
(Winston, 1984). It is hoped that this form of presentation will make
these differences clearer to the reader.

What Kinds of Information are Needed

Let us begin by presenting a some actual data from an expert. The
types of information present in this data will then be discussed. After
this analysis, other types of information (aspects of a description of a
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social practice) that are not represented directly in this data, but which
we can recognize as necessary for a complete picture, will be discussed.

This data is a verbatim fragment of an interview with a computer
programmer of many years experience. The interviewer asked the person
to explain how he locates and identifies errors in a computer program,
based on observed erroneous performance by the program (known
colloquially as "fixing a bug").

This topic is presented here because it is widely accepted as a practice
requiring considerable skill and analysis, as well as certain observable
Performances. In other words, to describe "bug fixing" one must address
several aspects of intentional action, both the "hard" and "soft" aspects
(as they are commonly called, albeit not by Descriptive Psychologists).

This interview also provides excellent examples of the sort of language
one encounters in actual interviews, and thus is good raw material for
the later section of this paper, in which some of the practical issues of
interviewing people and understanding what they say are addressed.

Finding a bug in a program is a job of eliminating all the places where the bug
isn’t. Anything you can do to shrink the possibilities is a step in the right direction.

Sometimes I will first just run the program a half a dozen times to be sure I get
the feel of it—what it’s supposed to do. But the thing I have to be able to do, before
anything else can begin, is to reproduce the bug.

Once I can reproduce it, I follow two rules of thumb. First, do anything that will
narrow the search, and second, do the easy stuff first. Experience shows that doing
the easy tests first is often helpful even if you don’t think the bug is in the areas you
can easily test.

You have to have a mental image of what the program is supposed 1o do. One way
to find out where the program and your mental image are out of harmony is to add
code to the program. This lets you test what the program does against what you
expect it to do.

Process Information

Perhaps most obvious type of information in this interview is
procedural; actions that a programmer takes in order to "find a bug".
These include "reproducing the problem", "narrowing the range where
the problem could lie", "getting an understanding of what the program
is supposed to do", "adding code to the program”, and "running a test".

Each of these actions are part of the overall practice of fixing a
problem in a computer program; they are steps a programmer takes, or
may take, in order to carry out the practice. They may not all be taken,
and may not be taken in the order listed here or the order mentioned
by the expert interviewed; they constitute a list, with no order implied,
of the tasks involved in this practice. These are the stzages (using now the
technical Descriptive Psychology term) of this practice.



Knowledge Engineering 129

Next, some of the stages we have listed have associated with them
certain rules for when they are done. These rules, or constraints, may be
giving a certain order to the stages ("the first thing to dois .. .") or to
the circumstances under which they are done ("if I don’t have a good
feel for the what the program is supposed to do . . ."). These rules are
the attributional and co-occurrence constraints of a process (Jeffrey &
Putman, 1983; Ossorio, 1971/1978).

These Constraints, and the expert’s report, give the possible sequences
of the Stages that one might encounter in an actual occasion of a
programmer finding a bug. These sequences (technically, the versions) of
the practice being described complete description of the procedural, or
Performance, aspect of the description.

Readers familiar with rule-based expert systems (Rich, 1983) will
recognize constraints as rules. Further, carrying out a Stage can also be
represented as a rule. The point is not that this formulation replaces
rules (although it could, and has, in the systems we have built); but
simply that there is a significant difference between the two types of
rules, which is being noted here.

Knowledge

A good deal of the expert’s discussion above is devoted to such
apparently nebulous notions as "getting a feel for the program" and "a
mental image of the program”. One possible way to deal with this type
of report is to invent categories of information, with these labels, and
place this portion of the interview information literally in these
categories. This approach has been taken for example by Schank (Schank
& Riesbeck, 1981), in which categories such as "mental transfer" are
used to denote a person telling another person something. It is
demonstrated in detail by Weilinga and Breuker (1985) and Ferrand
(1985).

Our approach to this type of data is less literal but, it is hoped,
logically tighter. When a person acts, he is acting on several items of
knowledge—things he knows. (This is articulated in detail in Ossorio
1970/1981.) In discussing what he knows, a person may not (and in fact
usually will not) use language that states directly that this is something
he knows in doing this practice. There are many language constructs for
expressing this distinction; a person will use the ones he prefers
(perhaps for a variety of reasons). Our approach is to note that the
expert informant, with whatever language he uses, is referring to some
item of knowledge that matters in engaging in this practice, and will
represent each such item explicitly in the description of the practice. (As
will be seen below, the expert’s language for these items is used in
another way also.)
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This is not "interpreting" the knowledge, or "filling in incomplete
knowledge", the more usual approach (Weilinga & Breuker, 1985). It is
recognizing the concept, fact, or perspective the person is acting on.

Thus, another type of information that the expert has given in the
above interview is the knowledge he has; technically, the values for the
know parameter of the action. The job of the person observing and
describing the expert’s actions (the knowledge engineer) is to identify
exactly what this knowledge is, for the social practice of interest.

In prior formulations of intentional action there was some ambiguity
as to precisely what knowledge must be specified in order to represent
an action (Ossorio, 1970/1981). In particular, it has not been clear
whether the knowledge required for a stage of the practice belongs in
the description of the practice itself. If one had to include all items of
knowledge from a stage, there would be significant technical difficulties,
because stages are themselves social practices, and thus subject to
further description, down to whatever level of detail is needed.

The necessary clarification is this: the knowledge one must specify in
order to give a social practice description is exactly those things the
person must know to engage in zhis practice (but not some stage of the
practice) (Putman, 1985).

It is useful to distinguish three types of knowledge. First, the person
must have the facts of the particular case. If the expert in the above
interview is to debug some program, clearly he must know what program
it is; if a manager is to interview a candidate for a job, he must know
which candidate and which job.

Second, the person acting must have the relevant concepts—that is, be
able to make the relevant distinctions. The programmer must be able to
distinguish between proper and improper program performance; in
several of the practices one finds in psychotherapy, therapist must know
the difference between authentic and inauthentic behavior (although he
certainly need not need use these words for the distinction).

Finally, the person acting always views the situation from a certain
perspective. The concept of perspective is elaborated in detail by Putman
(1985). Briefly, each status of a community has its perspective, and one
sees "the facts" from that perspective. Further, one values certain states
of affairs over others, and chooses actions that reflect these values
(Ossorio, 1981/1983). (This formulation of perspective differs
substantially from the semantic net formulation, in which perspective is
equated to purpose. The reader is referred to Winston, 1984, pp.
263-265, for more information on that usage.)

Often, adopting the appropriate perspective is necessary to successfully
carry out the practice. For example, one of the practices involved in
designing and building a computer system is interviewing prospective
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users of the system, to gain an understanding of what they do and how
the system would fit into their work practices. To do this, the
interviewer must be able to adopt the user’s perspective. If he can not,
he may not recognize values and choice principles (Ossorio, 1981/1983)
that play a significant part in the users’ work practices, and thus the
interviewer’s descriptions of use practices will be an unreliable guide in
deciding what the system should do and how it should look to a user.

Identifying the necessary perspective for engaging in a practice is often
one of the more difficult tasks facing the knowledge engineer, because
very often (and paradigmatically) the expert simply adopts the necessary
perspective, without recognizing or being able to report that he does so.
(This will be discussed further in the section on practical interviewing
techniques.)

There is a further complication here. It is crucial to keep in mind that
the knowledge a person must have to engage in a practice must be
"present when they are doing it". That is, the person must be acting on
the appropriate distinctions, facts, and perspectives. This in turn implies
that it is not enough for the expert system merely to have the knowledge
stored, or for the knowledge engineer simply to identify the knowledge,
because merely telling a person what concepts, facts, and perspectives he
needs will virtually never suffice to get him to be aware of the facts,
make the distinctions, or adopt the perspectives. The expert system must
also contain a representation of the performance the system must engage
in to get the person to be aware of the fact, make the distinction, or
adopt the perspective in question.

Consider again the example of the computer system designer. Suppose
we are producing an expert system to assist someone in designing a
computer system.

Here is one way in which this expert system might use the concept of
perspective in assisting the human designer:

The user’s perspective is crucial here. What do you think that perspective is?
(User replies)

OK, Be sure to consider that perspective when you are designing the system.

This interaction is not likely to be more than minimally helpful to the
designer, because while it does remind him of the user’s perspective and
its importance, it does not help the designer in adopting the user’s
perspective.

Here is an illustration of another approach, which we have used
frequently with good results:
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The user’s perspective is crucial here. Think over what you know of how the XYZ
Department handles these forms. What seems to be the part of the job the people
care the most about?

(User replies)

OK. Is there a part of this job that the people in the department would delegate to
someone else if they could?

(User replies)

OK, Bob. One last question. How do the people in XYZ feel about the importance
of these forms to Amalgamated Assets? Do they believe it is really important to get
them done quickly and accurately, or do they feel they are basically "pushing paper?"

None of these questions and reminders are important for the content
of the answers; the key is that in answering these questions the system
designer is (at least very probably) looking at the job of the XYZ
department as the people in that department do. In other words, the
system designer is being asked questions that will tend to get them to
adopt the perspective of a member of the XYZ department.

There is one other significant difference between these two
illustrations. The first is couched in the language of an observer of the
action the designer is engaged in; it is the language one might use to
talk about the practice. The second is couched in actor language—the
language one might use to talk with someone engaged in the practice.

At this point some of the differences between the usual approaches to
knowledge engineering and that in this paper are visible. The more
customary way of handling expert knowledge is to begin with a
self-report or an observation, represent it mathematically, analyze it into
logical primitives, apply mathematical transformations to the resulting
representation, and attempt to fill the slots of the frame (Brachman,
1979; Weilinga & Breuker, 1985). In contrast, the key activity involved
in representing knowledge as presented here is not analyzing it, inferring
or deducing other knowledge from it, categorizing it, or analyzing its
action implications. Rather, one begins with the action, and represents
the knowledge needed as simply that: necessary facts, concepts, or
perspectives. The items of knowledge then are referred to in the
constraints on the stages and options.

The reason for this way of proceeding is not that analysis is somehow
undesirable, but rather to keep all such analysis in its proper logical
relation to other aspects of action. Specifically, the expert, or the expert
system, may have to do something (which may include analysis) to gain
some knowledge it needs in order to act, but the key to determining
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what to do next (including whether to analyze) is the action (the social
practice) being done.

The reader familiar with more traditional approaches to knowledge
representation may find some similarity between Stage-Options and
Knowledge, on the one hand, and procedural and declarative knowledge
on the other (Harmon & King, 1985). There is some formal similarity,
but the distinctions are quite different. Declarative knowledge is a fact
which is simply asserted, whereas procedural knowledge is a procedure
which produces the fact. Stage-options are the formal means for
representing what the person does, whether finding out some item of
knowledge or anything else; knowledge is what one must know to carry
out that practice. Some of this knowledge may be "procedural”, in that
one must do something to arrive at it.

Skills

It is common for experts to report doing things for which there is no
procedure—no "how" they do it. For example, our expert programmer
reports that he will "do anything that will narrow the range”. One
appropriate name of this practice is, "Narrow the range of the places
where the bug might be". When asked how to do that, he can give a
number of actions that might be helpful, but if asked how he chooses,
he cannot answer the question. This is a case in which there is an action,
which could appropriately be termed "choosing a technique to narrow
the range where the bug might be", which the expert simply knows how
to do; there is no other "how". In other words, this is a skill a
programmer engaged in this practice must have.

Descriptive Psychologists will recognize that this is by no means
uncommon, and we have found it so in actual practice. An example from
another arena is instructive: when interviewing a person for a job, there
are certain things one can do that will make a significant difference in
carrying out the practice, but are not procedural; there is no "how".
These skills include getting a person talking openly and candidly,
unobtrusively drawing a person out on a topic; and assessing whether a
person has a personal characteristic, based on what they say and do in
the interview.

It should be noted that while there may not be any Performance that
constitutes carrying out this practice, this does not mean that there is
nothing to say about it. Part of the knowledge engineer’s task is to
recognize when the expert is exercising a skill (and thus when there is
no point in asking how they do this particular thing), and then skillfully
finding out what the expert can say about it that is useful to someone
else. (Again, more on this later in this paper.)
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The distinction being drawn here is not that between declarative and
procedural knowledge one may find in the cognition literature (Harmon
& King, 1985). It is not a distinction between types of knowledge at all.
Knowledge refers to concepts (distinctions), facts, and perspectives. The
role it plays in an action, as we have seen above, is that without the
various things one must know, one cannot choose between stages, or
options of stages, for these are constrained (in reality) by states of
affairs which the actor must properly appraise. These logical relations
are represented by attributional and co-occurrence constraints on stages;
the states of affairs in these constraints refer to items of knowledge in
the social practice description. Skills, by contrast, refer to procedures
(technically, Performances in the intentional action description) which
the actor simply carries out, with no need of (and in fact no use for) a
social practice description describing how to do it. Such skills are
extremely common in human action, although particularly obvious in
expert behavior. (The reader is referred to Ossorio, 1970/1981 for
further discussion of skills.)

Elements and Eligibilities

In the above interview fragment, it is easy to observe that there are
various objects involved: the programmer, the program, the bug, etc.
Further, any particular instance of debugging a program will involve
particulars varying from case to case, but the logical elements will remain
the same: program, bug, etc. This category of information addresses the
"object” aspects of the practice (Ossorio, 1971/1978).

There are three aspects of this information: the elements, individuals,
which are the actual particulars of the case, and eligibilities, which are
the logical rules stating which individuals may take the place of which
elements. For example, the role of "bug” (the element) might be
specified by the individual with the name "Failure Report 0016A", or
"the problem Jane found on October 13", '

Just as rules constrain stages, rules may constrain which particular
individual is used for a given clement. This is also part of the
information the expert provides.

Paradigms

Sometimes one can recognize two Or more ways a practice can occur
which have very little relationship to one another, other than being in
fact ways of engaging in this practice. This is discussed in some detail by
Jeffrey and Putman (1983) and Ossorio (1971/1978). The information
discussed so far (the stages, versions, elements, individuals, eligibilities,
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and constraints) comprises one paradigm. Any further paradigms consist
of the same logical elements.

Significance

A very important part of the information needed to represent human
expertise is part-whole information: the larger social practice this
practice is part of (if any).

For example, debugging a program might be a stage of developing a
new program or making a change to an existing one. Developing a
program, in turn, might be a stage of developing a new software product,
making an addition to an existing product, producing a software tool to
be used inside the organization, or experimenting with a new approach
to a problem (to name a few).

It is quite common for a person to act differently—that is, do "the
same thing" differently—when that action is part of different social
practices. Testing a piece of experimental software for in-house use, for
example, is quite different from testing a software product to be released
for sale to the general public, although the practice of testing a program
may be identical in all other respects.

Similar, less technical, examples abound at all levels of human
interaction. One says "Hello" to a friend differently from the way one
does to a stranger in an elevator; one hugs one’s sibling differently from
the way one hugs one’s spouse; one writes a letter to one’s aunt
differently from the way one writes to a customer service department,
etc.

This information, therefore, is quite important to the representation
of the expert’s actions. Interestingly, it is often less easily accessible, for
what one is doing by doing this is often simply part of the "ground” on
which the "figure" of one’s current action is taking place. As we shall
see, this is another area in which the knowledge engineer’s interviewing
skill is particularly important.

The Community

At this point we have discussed most of the types of information
present in the interview with the expert programmer. However, there are
other aspects of describing a person’s actions that we must address.
Social practices have a place in the larger configuration of a community
(Putman, 1981). Certain aspects of the description of the community in
which the informant’s actions have a place are important in producing
a system to engage in those actions. The most important of these are the
statuses involved in the practices, and how intrinsic the practices are to
a person in each Status.
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As discussed by Putman, one’s status in a community is a codification
(a representation) of one’s eligibilities for various practices. For
example, "programmer” is the name of a certain status (or "place") in
what one might call the "programming community”, and "debugging a
program” is what members of that community call the practice our
expert informant was discussing.

To a person in some status within some community, certain practices
are engaged in with no further end in view. To put it another way, they
are done for their own sake, rather than as part of some larger practice.
Such practices are called intrinsic. To a programmer, writing a program
(i-e., designing it, writing it, and debugging it) is intrinsic.

Other practices are instrumental, that is, done not for their own sake
but because they are a part of a larger practice. For example, running
the program with a bug several times is not something a programmer
does for its own sake; it is a stage in debugging the program.

The expert system to be produced is to function in certain ways as an
expert in the area of interest. This means that it will have a certain
status (place) in the community in which the practices in which it
engages have a place. That place is an aspect of the information the
knowledge engineer must gather.

OTHER APPROACHES

The approach that has been presented differs in two important ways
from more traditional ways of organizing expert knowledge.

The first is to focus on the action as the central logical element. The
social practice description, as described in the foregoing, is the vehicle
for representing the social practices the expert, or the expert system,
engages in. The process structure of the practice is given by the
stage-option structure, as controlled by the constraints. The roles that
objects play in the practice is represented by the element-individual-
eligibility structure. Knowledge is "defined" by having the place it does
in the social practices: concepts, facts, and perspectives necessary in
order to carry out the practice.

The second difference is that while it may be necessary in some cases
to specify how some item of knowledge is found, this is not the central
focus. The focus is rather on where in the practice being described the
knowledge makes a difference. The traditional approach virtually always
assumes that knowledge has a certain structure, and is inferred or
deduced by various mechanisms. (Good examples of this philosophy are
Brachman, 1979 and Weilinga & Breuker, 1985.)
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Frames and Scripts

In recent years certain researchers have noticed that is often useful to
assemble these items of information into "chunks" (as they refer to
them), called "frames". A frame is a collection of items and properties
that together describe an object or event. When the frame is oriented to
describing an action, it is a "script” (Rich, 1983; Winston, 1984).

There is clearly a good deal of similarity between a frame and a social
practice description. This is probably due to the fact that both
approaches address the problem of describing the actions of a person,
and there are severe logical constraints on what must be included if one
is to have an adequate account of a person’s action (Ossorio, 1970/1981).

Social practice descriptions differ from frames primarily in content,
rather than formal structure. The concept of a frame (as it is currently
understood in AI) is cruder than that of the social practice description.
It is designed to represent answers to the question, "What plays a role
in this thing (action, object, etc.)?" Any process, object, or state of
affairs that plays a role may be included. For example, the flame on the
candle on the birthday cake, the ribbon on the birthday gift package, and
cutting the cake are all typical elements in a frame describing a birthday
party (Rich, 1983). One specifies a frame simply by specifying its name
and its parts, known as "slots".

Social practice descriptions are designed to represent everything one
can say about a practice, at this level of detail. The various parts of the
description have the structure, and relations, given above. Another
difference lies in the use of the concepts: merely having the formal
structure of a social practice does not mean that the description
describes a practice; the knowledge engineer must determine the
"recognizable patterns of action" that comprise the practices of the
community under discussion (Ossorio, 1970/1981). A birthday party, for
example, is not a single social practice, but several. The flame on the
candle is an individual in a certain practice (the one with the name
"blowing out the candles"), which may be a stage in a larger practice.
This of course does not mean that frames, and their use, could not be
refined to the point where they were virtually the same as social practice
descriptions.

There is a further difference which needs elaboration, again having to
do with use of the two concepts. The traditional use of frames has been
to organize knowledge, not to represent the actions to be done (by the
expert or the expert system) and determine what to do nexi. As noted
earlier, actions are treated as implications of knowledge. Examples are
R1/XCON, a system used by the Digital Equipment Corporation to
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configure computer systems (Rich, 1983) and MYCIN (Harmon & King,
1984), Weilinga and Breuker (1985), and Boose (1985).

This difference is evidenced in two ways: how the knowledge engineer
gathers the expert knowledge, and the form of the representations
produced. The knowledge engineer using the approach of this paper
begins with the actions (the practices) the person engages in. Rather
than making assumptions about the knowledge necessary 10 engage in
the practice, or about the structure of such knowledge, or about
mechanisms for using such knowledge, or indeed whether it makes sense
even to talk in these terms at all, the knowledge engineer begins with
the most conservative question: "What can we say about it?"

This question, and elaborations, are the topic of the next section.

THE PRACTICE OF KNOWLEDGE ENGINEERING

This section discusses how one goes about gathering information from
an expert. It relies heavily on the analysis of action given in the
foregoing section. It endeavors to give some organized, detailed, and
useful information, of which there is comparatively little in the
published literature. However, a disclaimer is in order: it does not
attempt to present, nor even to indicate, a procedure (in the sense of
series of steps that one do with the ordinary expectation of success) for
knowledge engineering.

The knowledge engineer is a person attempting to gain information
about another person’s actions, including not merely the overt steps (the
versions), but the necessary distinctions the expert acts on, the
perspective(s) he adopts, all of the constraints covering all of the
combinations of stages and all of the eligibilities, the place this practice
has in larger practices, the values the expert is expressing in the
practices (the choices he makes), and the language the expert uses. In
short, the knowledge engineer is gaining both broad and deep insight
into an area of a person’s life. This is exactly the sort of endeavor in
which one would expect tips, reminders, rules of thumb, and a good deal
of skill to be involved, rather than a procedure with an assured outcome.

Actor, Observer, and Critic

As the above section discusses, there are several aspects, or types, of
information one must provide to describe the behavior of an expert.
Rarely can one simply ask a person directly for the information, for two
reasons. First, they usuvally cannot tell you. It is virtually always that case
that a person’s ability to act far outstrips his ability to describe his
actions. This often seems paradoxical to expert system builders, but is a
straightforward reflection of the reality of human behavior: describing
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a practice is itself a second practice, and there is no reason to expect the
concepts, facts, perspectives, stages, elements, eligibilities, or significance
of the second to be the same as those of the first.

This difficulty can surface in a slightly more subtle form: It is not
likely to be effective to ask an expert for facts and beliefs he has about
a subject matter area, although this is a very common way of proceeding
(Hardy, 1986).

One might paraphrase this by noting that as soon as I ask you what
you are thinking, what you are thinking changes.

Since one cannot simply ask, what can one do?

A brief answer is that one relies on the distinction between Actor,
Observer, and Critic (Ossorio, 1970/1981). It is not necessary for a
person to observe and describe his own behavior. Rather more common
is to have a different person giving descriptions, and this is the paradigm
case for knowledge engineering: The expert acts, in his area of expertise,
and the knowledge engineer observes and describes the expert’s actions.

As he interviews the expert, the knowledge engineer uses the
distinctions elaborated in the previous section to recognize where
further information is needed and, more generally, to formulate a
description, or representation, of the practices as the expert engages in
them. The knowledge engineer then takes all the data and produces a
description covering all of the information he has, in the technical
format required. This description will include the practices (specified by
name), and descriptions of those practices.

Where to Begin

As with other social practices, the practice (or practices) of knowledge
engineering requires a certain perspective, namely that of
observer/describer of human action. This may seem painfully obvious,
but in knowledge engineering as it is usually done this perspective is
often confused with others. The two most common are the theoretician
giving theoretical accounts involving hypothesized mechanisms, and the
computer scientist giving accounts in terms of symbolic information
processing. (See, for example, Firschein, 1984, Brachman, 1979, or
virtually any issue of the Artificial Intelligence Journal).

As an observer/describer, the observable performances are to give
descriptions of behavior, in this case the behavior of an expert. The facts
are the observable episodes of the expert’s behavior, his performances.
The concepts used are those of the social practice and social practice
descriptions, as articulated in above. The primary criterion by which a
description is judged is whether it is an informative, useful description
of the behavior; abstraction, theorizing, interpretation, and mechanistic
modelling have no place in the knowledge engineer’s action.



140 H. JOEL JEFFREY

As in most interviewing situations, one begins with a simple, broad
question, such as "Tell me about diagnosing thyroid problems”. If the
expert can respond to the question, the knowledge engineer has begun
to get his data. If not, he may try a more specific question, based on his
understanding of the expert’s field. Frequently, a very useful technique
to get started is to "mock one up", or ask the expert to pretend that a
typical case has come up and then show the knowledge engineer what he
does.

During and after the interview, the knowledge engineer looks for those
"recognizable patterns of action" that are the practices the expert
engages in. These may be observable ("Send in a report”, "have the
diagnosis verified", etc.) or not ("Decide how many segments to divide
this program patch into", "Assess whether my subordinate is motivated
by teamwork”, etc.).

A technique that is frequently very useful is to begin with a request for
an overall description of what the expert does. The answer to this
question will typically give, by name, the highest-level social practices
the expert engages in. Then, with more detailed probing, the practices
that make up the stages of the higher-level practices are named. The
knowledge engineer then has the task of recognizing whether there is a
gap between the two levels of description he has so far and "filling in®
if so.

To describe the identified practices, one describes the stages, and the
versions, involved in carrying out them out. The expert, in engaging in
a behavior or in talking about it, will refer, or on occasion explicitly
mention, knowledge he uses: facts and data, concepts, and perspectives.
Often this will be in the context in which the knowledge is used.

Thus, the expert does any of the variety of things a person does in
which they use their expertise. Typically, one of these is talking about
what they do, and this is most often the easiest place to start. The
knowledge engineer questions, probes, requests elaboration, and prompts
the expert.

A partial list of the skills that make a difference in being able to carry
out this practice are knowing when and how to probe, how to prompt,
how to get more detail, and how to feed back one’s understanding so
that the expert can meaningfully verify it. These are in addition to
recognizing when a person is referring to, or doing, a separate social
practice, and recognizing the various aspects of actions: Knowledge,
skills, stage-option structure, and the element-individual-eligibility
structure. Further, there are interpersonal skills such as being able to
recognize whether the person is comfortable in the interview and being
able to recognize whether the person has more to say but would like to
continue at another time.
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It is not clear, to this author at least, how much value some knowledge
of the expert’s domain is in the knowledge engineering process. It seems
clear that some knowledge is valuable, for the expert may not refer at all
to some area, fail to cover various cases, and so on, and in such cases
the knowledge engineer is in better position to recognize the errors.
What is not clear is the degree to which this knowledge can be gained
in the course of interviewing the expert, or experts, and to what extent
a total lack of domain knowledge hinders the knowledge engineer.

Let us consider an example:

An expert reports, "If this is a Type-3 failure report, then I route it to Jane, but
Type-4’s go to Dave in the next building".

The concept of Type-3 vs. Type-4 report is used; it appears in a constraint on a
stage or options of a stage. (It is unclear from this fragment which is the case.)
However, it is clear that some different action is taken in the two cases, so Type-3
vs. Type-4 will appear in some constraint. One does not know, at this point, Jane and
Dave’s roles in the practice—the elements for which they are eligible in the practice.
Thus, the knowledge engineer notes several questions: (a) What are Jane’s and
Dave’s jobs, (b) What is the informant doing by sending the report to these people,
(c) Under what conditions is each of the actions taken, (d) What will Jane and Dave
do with the report (that is, what practices will they engage in), and (e) What larger
practice is this a stage of.

The second question needs elaboration. "Send the report” is a performance
description, that is, one that gives no information as to the practice being engaged
in. That practice, in turn, may be a stage of a larger practice (as noted earlier), but
so far the knowledge engineer does not even know the practice. For example, it might
be that Jane is the programmer responsible for the code addressed in the failure
report. In such a case, "Sending the report to Jane" is the practice of "Notifying the
responsible programmer of a problem”. Or, "Sending the report to Dave" might be
a case of the practice of "Filing an erroneous report with the Program Clerk".

Thus, having the concept of social practice, and social practice
description, the knowledge engineer has a great deal of information
about what to look for: the practices the expert engages in, and how the
structure of those practices. Since the aspects of the social practice
description have the relationships discussed earlier, recognition of one
part (e.g., an item of knowledge) leads to questions about how that item
is used (the constraint), and in turn the stage-options, or eligibilities, in
which that constraint has a place. The social practice description can be
seen as the template for the wholes into which the parts that the expert
supplies fit. The knowledge engineer’s task is to represent those wholes,
their parts, and all of their relationships.

An additional skill the knowledge engineer must have is to be able to
recognize when he has a complete and coherent account from the expert.
Often he must additionally be able to recognize when he is getting



142 H. JOEL JEFFREY

information he will be able to use in producing a useful representation,
but before he has that representation in hand.

It is not uncommon to reach a point at which the expert has difficulty
in further verbal description of his actions. When this occurs the
knowledge engineer may ask the expert to "act it out”, pretending he is
actually engaged in the practice, while the knowledge engineer continues
to observe and describe the actions. The knowledge engineer may play
the role of another person (when one is involved in the practice of
interest), asking questions as a person in that role does. The expert’s
actions then form the "raw data" for further observation and description.

The process just outlined is in many cases similar to the usual ways of
proceeding in gathering information from experts. It differs in certain
significant ways. First, it is neither interpretive nor self-report in nature;
it could reasonably described as "division of labor": the expert acts, and
the knowledge engineer describes. However, it is crucial that the
knowledge engineer have available descriptive resources adequate to the
task of describing complex human action. This is the role of the social
practice description; it provides a technically usable framework for
representing all the facts about any human action that does not force the
describer to abstract, invent, interpret, or otherwise change the content.

Second, one makes use of self-report data as, and when, it arises,
identifying the actions, concepts, and skills mentioned in the report. The
practices will be additional practices not yet covered, stages (or
sub-stages) of other practices, or larger practices in which already known
ones have a place. The concepts and skills will have a place within these
practices, as discussed earlier, or may refer to additional practices.

Experience with Social Practice Descriptions

The approach presented in this paper has been used to produce several
actual expert systems. The projects ranged from highly technical
practices in the construction and change of very large computer
programs (Jeffrey & Putman, 1983) to the very "soft” endeavor of
consulting with a manager on the people-oriented practices of
management, such as improving someone’s job satisfaction or getting
another manager to cooperate on a project.

Proceeding is this way has been much more efficient that the more
usual approaches in the area. One of the very significant costs of
building an expert system is the expert’s time. It is generally accepted
that to capture someone’s expertise in a fairly large area will require
full-time involvement by the expert for several months. Experience to
date is that this approach allows us to cover a comparable breadth and
depth of expertise in approximately a few weeks of the expert’s time.
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The direct involvement by the expert is in several phases. Initial
interviews typically take at most two to three hours; one to two hours
is by far the typical case. After initial descriptions are produced, it may
take another two to three hours with the expert to check them out for
accuracy, completeness, tone, direction, and overall consistency. Further
elaboration may take several more hours, in blocks of one to two hours.
Close monitoring of the language of the descriptions, with the expert,
may again take several more hours.

The data so far of course do not constitute a controlled experiment.
Gathering more data on the time and costs of various approaches to
knowledge engineering, including this one, is an area for further work.

A further advantage of this approach is that the involvement by the
expert, in addition to being approximately one tenth to one fifth of the
total time needed for other approaches, is not in one single full-time
block. (In actual practice this is very important; experts rarely have a
two-week block of time easily available.)

Practical Heuristics

Ordinary English includes a variety of ways of expressing the
distinctions one needs as a knowledge engineer. Presented here are a few
of the rules of thumb and tips that have been found to be useful. The
primary value of this discussion, I believe, is to alert the reader to the
careful analysis of a person’s language, another very important skill for
a knowledge engineer. A careful, systematic study of this area would
seem to be an interesting topic for further research.

Knowledge. Part of what the knowledge engineer relies on to recognize
the concepts—the facts, distinctions, and perspectives—that play a part
in the expert’s actions is the expert’s language.

It is common for people to use language such as "having an idea
of . .." "an image", "getting the feel of . . ." and other phrases referring
to mental, physical, or emotional aspects of doing some practice. We
have found that very frequently these locutions refer to an item of
knowledge.

As noted earlier, often information on necessary perspectives is the
subtlest, or most difficult to acquire, of the knowledge needed.
Sometimes this is not the case; the informant will refer overtly to it. For
example, an expert computer system designer may report, “You have to
understand how the user is going to view the system.” More commonly,
the informant will use phrases like, "frame of mind" or "outlook".

Perhaps most common in this area are phrases that appear to be
general statements or policies. One will often encounter phrasing such
as, "the basic thing you are after here is . . .", or "what you are looking
for here is . . .".
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A useful rule of thumb is that in addition to such obvious linguistic
clues as "point of view" or "outlook", consider whether the informant is
referring to a perspective whenever such terms such as "overall” or
"basically" are used.

This is, however, only a rule of thumb, because such terminology is
also frequently used to refer to the stages of a practice, or part of it. It
is also found when the informant is emphasizing the outcome of a
practice, rather than its stage structure—i.e, giving an achievement
description (Ossorio, 1970/1981).

Significance. Frequently one must specifically inquire for the
information on the significance of a practice. It is rare to be able to ask
directly, "What larger thing are you engaged in here?" Usually, phrasing
the question as, "When do you do this?" or "Under what circumstances
do you do this?" is more effective.

It is not uncommon, however, for an informant to give what would be
answers to this question in the course of talking about it. One often
hears, "Well, when I come into the picture is when . . .", or similar
language. Again, there is considerable ambiguity here, because the
informant may be referring simply to a stage of the practice.

Skills. There seem to be two ways in which people typically talk about
skills involved in what they do. First, as they discuss what goes on as
they are engaged in the practice, typically a skill will sound like a stage
(that is, a separate step), but one which happens all the time and at the
same time as other stages.

Second, when the informant is asked how he does one of these things,
or how it looks when he is doing it, the responses tend to be, “I just do
it, that’s all", "I don’t know what I do, I just do it", or, perhaps most
expressively, a blank look.

This is an area in which it is easy to distort the informant’s
information if one is not sensitive to the informant’s own stopping
point—the point at which, for that person, there is in fact no "how".
Further, this point will vary from person to person. As a person’s
expertise in an area increases, the number of cases in which the person
simply knows how increases.

When one encounters a skill, it is not necessarily the case that there
is nothing further to say. There may not be any stages involved, but
there may well be knowledge. Often the expert can say a good deal in
response to a question such as, "When you do this, what is important
here? What do you pay attention to?" Sometimes a less pointed question
is helpful in these cases: "OK, let’s imagine you have one of these cases.
What would you say about it?"
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OTHER FORMS OF INTERVIEWING

Knowledge engineering is certainly not the only human endeavor in
which one interviews another person to gain an in-depth understanding
of what he does, how he does it, and how he looks at things. A brief
examination of two such areas may shed light on the perspective needed
for this one.

Perhaps the most direct similarity is to journalism. A journalist must
gain information from, and understanding of, the person he is
interviewing that is very similar to that needed by the knowledge
engineer. We believe that the reason for this is that, once again, the
logic of describing a person’s actions is fundamental. The knowledge
engineer and the journalist both have the job of gaining this information
and communicating it to others. (In fact, in the past we have preferred
the term "technical journalism", due to A. O. Putman, for the enterprise
we are engaged in, because it seems considerably broader and more
descriptive.)

The second area with a notable similarity to knowledge engineering is
one familiar to those with a psychological background: clinical
interviewing. Here again is an area in which the outcome is an in-depth
understanding of a part of a person’s life. Many of the interviewing
techniques are quite similar. In fact, we have found that background in
clinical psychology and interviewing is extremely helpful in this work,
due in part to the experience one gains in unobtrusively finding out how
a person does things and sees things. The focus of a clinical interview is
of course different, but many of the concepts, perspectives, steps one
takes, and skills needed are the same.

SUMMARY

The practicing knowledge engineer has the job of producing complete,
precise, technically useful representations of human behavior. As a
complete, precise, systematic formulation of the concepts of person,
behavior, language, and the real world, one would expect that
Descriptive Psychology would have a good deal to offer to the knowledge
engineer, and the facts have borne out this expectation. In the last
several years considerable experience has been gained in using the
formulations of Descriptive Psychology to do knowledge engineering in
a variety of areas. This paper has presented some of these formulations,
and the concepts, approaches, and practices based on them.
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PART II

NEW LIGHT ON OLD TOPICS:
THE POWER OF APPRAISAL







INTRODUCTION

Anthony O. Putman and Keith E. Davis

In every issue of Advances, either by conscious design or otherwise, some
part of Descriptive Psychology’s intellectual apparatus—a concept, device
or method—emerges as a unifying aspect of many of the papers. The
unifying aspect of Part I of this Volume was planned; the unification in
Part II was discovered ex post facto by the editors, the result more of
luck and zeitgeist than intent. The theme is no less strong, however, for
being accidental.

These seven papers are linked by the important role the concept of
"appraisal” plays in each. "Appraisal”, by Peter G. Ossorio, examines the
concept and its usage within the Descriptive Psychological canon.
Ossorio points out that "appraisal™—defined as "a description which
tautologically (i.e., as such) carries motivational significance”—is one of
the most widely used concepts in Descriptive Psychology. He reviews five
places in which the concept of appraisal has been used: in formulations
of emotional behavior, in the Judgement Diagram, in the Actor-
Observer-Critic schema, in status assignment, and in the formulation of
consciousness and altered states of consciousness. On examination he
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finds the use of the term "appraisal” to be consistent throughout, while
noting that status assignment carries an implication of creation as well
as the recognition implied by "appraisal”.

Sonja Holt straightforwardly uses this concept as the centerpiece of
her formulation of "Appraisal and Competence in Moral Judgement and
Behavior". Holt begins by examining the three historically primary
approaches to moral criticism—the cognitive developmental, the
psychoanalytic, and the learning theory schools—and finds each lacking
on grounds of conceptual adequacy. From this examination she
formulates criteria for adequacy for any approach to understanding
moral judgement (a) It must provide a descriptive account of moral
judgement which is atheoretical; (b) It must illuminate a variety of
questions that arise concerning moral judgement e.g., What is the
relationship between cognitive and motivational components of morally
relevant behavior? and (c) It must provide a non-causal account of the
operation of moral judgement.

Holt goes on to formulate an account which meets these criteria, and
which does justice to the domain of moral behavior and judgement. She
draws on many of the resources of Descriptive Psychology in doing so:
Deliberate Action and the ethical perspective, the Judgement Diagram,
and the justification ladder, among others. At the core of each of these
are appraisals of the situation as one in which moral behavior is at issue.

Mary McDermott Shideler continues unbroken her string of
contributions to Advances (she has published in every Volume to date)
with a paper entitled "Spirituality: The Descriptive Psychology
Approach”. Unlike her prior papers, which have become justly famous
for the polished and elegant manner in which she brings closure to her
topic, this paper raises more questions than it answers. But this is not
a flaw. Shideler means this paper to be a sort of prospectus for a much
longer work, indicating the ground she intends to cover, so it contains,
to quote the author, "a good many IOUs". The editors are more than
content with that; as her many fans know, Mary Shideler’s IOUs are as
good as most writers’ cash.

Shideler has embarked on this course in response to her view that
"contemporary spiritual practice has far outstripped its conceptual basis”,
augmented by her conviction that "the conceptual resources and
methodology of Descriptive Psychology can give us a more adequate
approach to the domain of spirituality”. Her credentials on both sides of
this enterprise are impeccable; she is past president of both the Society
for Descriptive Psychology and the American Theological Society
(Midwest Division) and a respected author in both realms. Her initial
explorations here are subtle and provocative, leaving the reader ready to
enlist in her exploration of the Descriptive Psychology articulation of
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spirituality. Although she does not say so explicitly, her exposition
strongly suggests that she views certain appraisals of the world and one’s
relation to it as at the core of spirituality.

The next two papers take up issues that have characteristically
involved “"descriptions which tautologically carry motivational
significance™: gender roles, and high power vs. low power. Sapin and
Forward’s re-evaluation of the androgyny concept turns on the
recognition that everyday concerns about "masculinity”, *femininity", and
related notions are rooted in the practice of correction, discipline, and
evaluation of other’s behavior. In short, masculinity and femininity are
critic terms, used to appraise behavior, not merely to describe it.

In their critical discussion of role theory, they show it to be locked in
at the level of the performative aspects of behavior and thus to be
expecting a too rigid connection between features of overt performance
and the significance of the behavior engaged in. They propose instead a
status dynamic formulation, which, by virtue of its explicit consideration
of the context of the behavior, allows one to recognize and appraise
properly nonstereotypical expressions of masculinity and femininity. The
second aspect of their contribution is to distinguish a performative vs.
a significance orientation to the making of observational judgements as
an individual competence variable. They present a procedure for making
this distinction and preliminary data supporting the conclusion that
persons with a performative orientation are much more likely to
stereotype the behavior of persons along sex-role lines than are
significance-oriented subjects. This stylistic or competence variable—the
tendency and ability to make significance vs. performative appraisals in
the observation of other’s behavior—seems to be an extremely promising
variable. Three other dissertations have made effective use of this
distinction: Bender’s work (1983) on the appreciation of intrinsic
motivation and significance, Marshall’s (1980) work on criminals’
appreciation of the significance of troublesome behavior, and Viniegra’s
(1985) on the impact of parents’ tendencies to make performative
judgements on their childrens’ developmental disabilities.

Lathem’s interesting paper deals with a specific type of appraisal—the
degree to which one is self critical of one’s performances—and proposes
a general account of how gender and power positions in a relationship
should affect the degree of self-criticism. The high-power vs. low-power
distinction turns on the degree to which one person assumes the
position of "initiating and terminating projects and plans, setting
standards and evaluating progress” vs. "selectively encouraging,
implementing, elaborating, and interpreting decisions". The former is the
high-power position, and the latter, the low-power position. The
participants in her study read stories depicting a man and a woman in
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a high power-low power relationship completing task in a stereotypically
male or female domain. In each case, the performance of the central
figure was deficient in some respect and participants were asked to
indicate which among several responses the person was likely to make
to the criticism of his or her work. Measures of self-criticism and of
rejection of the position were derived from ratings of the likelihood of
each response. Latham’s results were complicated, but they provided
support for taking the two key variables—power relationships and
gender—into account and also for the notion that the type of work was
important. While women were somewhat more likely to accept self-
critical statements in low power positions than were men, men and
women were more likely to accept self-criticism when both the power-
position and the type of work were congruent with gender-role
stereotypes. Otherwise both tended to reject the position assigned in the
story. This study makes an important contribution to our understanding
of self-criticism and that enriches our grasp of an important type of
appraisal.

The final two papers in this Volume continue a long and honored
tradition: the clinical tour de force, in which the extraordinary
explanatory power of Descriptive Psychology is brought to bear on a
classic category in clinical psychology and our understanding of the
category is overturned, reconstructed, and substantially enhanced.
Among the foremost practitioners of this art is the author of these two
papers, Raymond M. Bergner.

In "Impulsive Actions and Impulsive Persons” Bergner uses the power
of appraisal to carry the main weight of his analysis. He begins by
observing that, the paper’s title notwithstanding, there is no unique,
formally different type of behavior that we call "impulsive”, nor is there
an "impulsive” personality type or style. Instead, there are acts which we
acknowledge as rational but also appraise as "impulsive”, that is, as being
criticizable on ethical or prudential grounds, which grounds ought to
have been given due consideration prior to the act, but were not. From
this starting point Bergner goes on to debunk the notion that impulsive
persons have some sort of "radically different executive apparatus”. He
offers instead an explanation of how impulsive behavior makes sense
(and how and why it is criticizable as impulsive) that is rooted in the
Judgement Diagram. With this formulation in hand, he then goes on to
consider some of the most common factors influencing the behavior of
impulsive persons (e.g., "The individual does not take it that he has a
future") and explores therapeutic implications of these. As usual with
Bergner’s papers, even the experienced clinician finishes reading the
exposition with a sense of having acquired a new or more complete
perspective on a familiar problem.
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Bergner’s second paper, "Father-Daughter Incest: Degradation and
Recovery from Degradation”, raises a core question: having experienced
the degradation of father-daughter incest, what self-appraisals is the
young woman inclined to make? That is, what kind of person will she
take herself to be, and how will she therefore be inclined to treat herself
and expect to be treated? Bergner uses the technical concept of the
"degradation ceremony" as a framework for understanding incest and its
effects. He postulates, from clinical experience and observation, five
primary degradations resulting from father-daughter incest, formulating
these in terms of the statuses acquired through each. Again, he derives
valuable therapeutic implications from this analysis which are
conceptually and pragmatically specific to the type of degradation
actually encountered. Bergner helps us to see clearly how and why
different individuals emerge from this "same" experience with very
different appraisals of themselves.

The concept of appraisal is powerful, enabling skilled practitioners of
Descriptive Psychology to throw new light on old topics. The seven
chapters in this section are a good cross-section of its use.
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ABSTRACT

There is a question as to whether the use of the term "appraisal” in different
substantive and conceptual contexts in Descriptive Psychology represenis a single
concept. The definition of "appraisal” is reviewed and a basic explication in terms of
"what the situation calls for" is given. The concept of appraisal is examined in the
context of emotional behavior, the Actor-Observer-Critic Schema, the Judgement
Diagram, assigning statuses, objective appraisals, and final order appraisal. The
various uses of the term are found to be consistent.

The concept of appraisal is one of the most widely used concepts in
Descriptive Psychology. However, it has appeared to be a rather slippery
notion. In part, this appearance reflects an insufficiently precise
placement of the concept within the overall conceptual structure. In
turn, the placement problem reflects the fact that the concept of
appraisal was introduced into the Descriptive Psychology literature in
some half a dozen different places at different times, independently. As
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a result, there is some question as to whether the same concept is
involved in each of these cases.

Thus, it is appropriate to review the several usages and examine
their alignment.

The paradigmatic uses of the term "appraisal® appear in (a) the
definition of "appraisal,” (b) the formulation of emotional behavior, (c)
the Judgement Diagram, (d) the Actor-Observer-Critic schema, (¢) the
formulation of the phenomenon of status assignments, and (f) the
formulation of consciousness and altered states of consciousness. These
and other uses are reviewed and explicated below.

A. DEFINITION

The concept of appraisal is defined as follows. "dn appraisal is a
description which tautologically (i.e., as such) carries motivational
significance.” To paraphrase, an appraisal is a description such that if a
person makes that discrimination (given by the description), it follows
logically that he has a certain motivation. (It does not, of course, follow
that he acts on that motivation.)

The contrast term for appraisal is "mere description®” (see, €.g.,
Felknor, 1977) "The lion is a danger to me" is an appraisal; "The wall is
to my left" is a mere description. To recognize that [ am in danger from
the lion is to be motivated to escape the danger. To recognize that the
wall is to my left is not, as such, to be motivated in any way at all; so
also for recognizing that the wall is brown, or that he is in danger, or
that the table is in the room, etc., etc.

The definition as such appears to be entirely straightforward. However,
it is clear that it has a variety of implications which stem from
systematic connections to other concepts.

B. EMOTIONAL BEHAVIOR

The standard heuristic example of emotional behavior is the case where
a lion walks into the room and I run out the door and into another
room, slamming the door behind me. The full example fits the guideline
of "If there ever was a case of emotional behavior, this is one.” The
behavior is diagramed in Figure 1.

Formally, the diagram is a Significance Description, i.e., a case where
one behavior (the outer diamond; escaping the danger) is accomplished
by engaging in another behavior (the inner diamond; getting away from
the lion). The features which are specific to this particular example are
contained in the inner diamond; the features which are common to fear
behavior per se are contained in the outer diamond in this
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Figure 1. Paradigm Example of Emotional Behavior
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representation. The latter is what makes this behavior a case of fear
behavior. The bidirectional arrow in the diagram connecting the
discriminated reality basis (danger) and the motivation (to escape the
danger) indicates that an appraisal is involved.

This appraisal is the essentially emotional aspect of the behavior, and
it is what accounts for the occurrence of the behavior. It is because the
lion is a danger to me that it is desirable for me to get away from the
lion, and I am so motivated.

Note that the logical form of the appraisal is a state of affairs
judgement, a judgement about a relation between the lion and myself,
i.e., the lion endangers me or, conversely, I am in danger from the lion.
{Recall Transition Rule 8a from "What Actually Happens" [Ossorio,
1971/1978], i.e., "That a given object or process or event has a given
relation to another object or process or event is a state of affairs.”)

That such a judgement is necessarily relativistic is obvious—when the
lion is a danger to me it iS not necessarily a danger to anyone else.
Because of this relativity there is also an essential difference between
first person judgement and third person judgements. For me to
recognize that  am in danger from the lion is to be motivated to escape;
for me to see that he is in danger from the lion is not, as such, to be
motivated in any way at all. (Of course, if I recognize that he needs my
help because he is in danger, I may well be motivated to help, but then
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we are no longer talking about fear, or about emotion, either—it is a
different appraisal that is involved.)

To say that to recognize that I am in danger is to be motivated to
escape is to suggest that there is a phenomenon, i.e., appraisal, which
has both cognitive and motivational aspects. Such a notion violates a
strong intellectual tradition, one in which we have made not only a
categorical distinction between the two (cognition and motivation are
logically distinct kinds of things) but also an ontological one (cognition
and motivation occur as distinct phenomena). Thus, we have the classic
philosophical questions about "How could a mere cognition move us to
action?" and "Aren’t all our cognitions slaves in the service of our
passions, because only our passions can really move us to behave?" One
current form of this question is "How can a mere moral judgement be
sufficient for moral behavior to ensue?”

Now of course, we already have an example of a phenomenon which
has both cognitive and motivational aspects, namely behavior which has
eight parameters, including a cognitive parameter and a motivational
one. What we require here, however, is a stronger connection, and a
more occasional one, since not every cognition corresponds to a
characteristic motivation, and not every motivation corresponds to a
characteristic cognition.

On critical review, the answer to "How could a mere cognition move
us to action?" proves not to be very mysterious. But the question itself
is somewhat misleading to begin with.

The key notion in this connection is found in Meaning and Symbolism
(Ossorio, 1969/1978). In that formulation, the fundamental form of
cognition and description of the real world is, "This is a situation which
calls for behavior X"; from this we can derive as a special case, "This is
a situation which calls for description Y." The first of these corresponds
to an appraisal and the second corresponds to a "mere description.” Note
that there need not be anything else that is common to all situations
which call for behavior X other than that they all call for behavior X. In
general, there is in fact nothing that we know of that is common and
therefore nothing common that we are depending on in making the
judgement that behavior X is called for. For example, there is nothing
common to all situations which call for trying to escape other than that
they call for trying to escape.

To be sure, we may establish empirical connections between
descriptions and situations which call for trying to escape. For example,
situations describable as "There’s a lion ten feet away from me" are often
situations which call for trying to escape, but only often, not necessarily
and not always.
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But what about "danger"? Surely, that is a description of something
necessarily common to all situations that call for trying to escape. To be
sure. However, it is not a second such description. 4 fortiori, it is not a
reference to a special kind of cognition which somehow moves us to
action. Rather, "danger” is what we call a situation that calls for trying
to escape. This is the unexciting reason why a description or cognition
can tautologically carry motivational significance and why, ultimately, to
see oneself as being in danger is to be motivated to escape.

Some elaboration on the foregoing would, of course, be needed in a
comprehensive treatment of fear and emotions generally. For example,
we might decide that "danger” covers only some of the situations which
call for trying to escape, pointing to noxious, disgusting, irritating, or
annoying sights, sounds, smells, etc. as other species within the same
genus. (We might, however, decide that, properly speaking, these other
situations only call for getting away, not specifically for escaping.) In that
case, we might elaborate the formulation and say, e.g., that "danger”
covers situations that call for trying to escape in order to avoid injury
(broadly conceived as a condition of reduced behavior potential).
However, at that point we might well stop trying to make other
locutions do the job that "danger" was specifically designed for, and
simply say that danger calls for escaping. That requires no commitment
as to whether anything else calls for escaping or whether the situations
we identify as dangerous have anything else in common.

We might also raise the question of universality in a different form.
We might ask, are there forms of pathology or atypical states of mind in
which I might recognize that I am in danger but not be motivated to
escape? Briefly:

(a) We do have a familiar use of "danger” which is not an appraisal,
namely the third-person use ("he is in danger"). We might, therefore,
imagine that on a given occasion I say "I am in danger" essentially as a
third-person description, in the same spirit as "He is in danger.”

(b) If we suppose that such anomalous descriptions occur, we also have
to suppose a radical degree of self-detachment which, over any extended
period, would almost certainly correspond to a pathological state. We
might also suppose a developmental deficit in which only the
third-person use was learned while the first-person use was only verbally
learned. Such a deficit would produce a radical degree of
self-detachment. Anomalies of these kinds can be formulated as
anomalies of Actor-Observer-Critic functioning.
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(c) Being motivated to escape injury is tautologically related to valuing
safety and integrity. If I did not value my safety or integrity, I could not
be afraid, and I could only understand "I am in danger” as I would "He
is in danger."

(d) The locution "a situation which calls for trying to escape” does not
entirely do justice to the appraisative force of "danger” and that may
encourage us to minimize the difference between first-person appraisal
and their-person description. A more direct formulation, and one which
is more Actor-oriented as against Observer-oriented, is "a situation to
escape from."

C. THE JUDGEMENT DIAGRAM

The Judgement Diagram is a schema for reconstructing a behavior as a
case of Deliberate Action. A case of Deliberate Action is one in which
you know what behavior you are enacting and have chosen to do it. The
schema is shown in Figure 2.

The Judgement Diagram reflects the following: For a given behavior,
B, with a given overall set of circumstances, OC, there are particular
circumstances, C, which provide reasons, R, of various kinds for and
against enacting the behavior. Each of these reasons carries a certain
amount of weight, W, with the person in question. These weights reflect
the person’s person characteristics. Given the pros and cons, the person
makes a decision, D, which is implemented by enacting the behavior, B.
By convention, four reasons are shown in the diagram (corresponding to
Hedonic, Prudential, Ethical, and Aesthetic); for actual behavior, there
will generally be many more reasons than that.

Where does appraisal have a place in this picture? In the identification
of the relevant particular circumstances (facts) and in the
correspondence (shown as one-to-one in the diagram) between those
particular circumstances and the reasons for and against enacting the
behavior.

Literally and categorically, a reason is a state of affairs (in the
vernacular, a fact). Literally and categorically, a circumstance, and one’s
circumstances, are states of affairs. In the Judgement Diagram, each
reason, R, and its corresponding circumstances, C, represent the same state
of affairs.

How does this come about? Certainly it is neither a pre-established
harmony nor a historical accident. Rather, it is the result of appraisal.
We routinely evaluate our overall circumstances in regard to their
significance for us. In doing so, we identify particular circumstances as
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Figure 2. Judgement Diagram
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being relevant in this regard. Their relevance consists in their
motivational/behavioral significance and it is their having this
significance which we mark by calling them reasons.

Since in making such appraisals what we do is to pick out the
motivationally significant states of affairs, it is indeed the case that "An
appraisal is a description which tautologically carries motivational
significance."

D. ACTOR-OBSERVER-CRITIC

The AOC formulation is perhaps the earliest occasion on which the
concept of appraisal was introduced explicitly (the initial terminology
was Critic/Appraiser and Observer/Describer). As a matter of fact, there
are two versions of Actor-Observer-Critic.

In the first version (the "methodological version"), Actor refers to the
general case of a person behaving; Observer/ Describer refers to a case
of a person describing some behavior; Critic/Appraiser refers to a person
appraising a description of behavior. The conceptual relations among
them are such that Observer/Describer is a special case of Actor and
Critic/Appraiser is a special case of Observer/Describer. It can be shown
(Ossorio, 1972) that facts of each of the three sorts are necessary if
there is to be a science of behavior,

In the second version (the “clinical version") Actor, Observer, and
Critic refer to three primary statuses that persons, as such, have. The
"job" model of statuses has heuristic value here—these are three jobs
which a person must master in order to operate paradigmatically as a
person. The three job descriptions are as follows.

As an Actor, a person acts on his inclinations, desires, impulses ,wants,
etc. In doing so he acts spontaneously and creatively, assimilating the
world to his activities and projects. As an Observer, a person merely
notes what is the case, what is happening, how things are. As a Critic,
a person evaluates how things are and how things are going. If things are
going well enough, the Critic appreciates that and doesn’t interfere. If
things are not going well enough, the Critic formulates a "diagnosis" of
what is wrong and a "prescription” for how to try to improve matters.

This version of Actor-Observer-Critic provides a formulation of human
self-regulation and the logical structure is essentially that of a
negative-feedback loop (either the Critic’s appreciation of the
"prescription” or both is the feedback). In light of this, it can be seen
that the first version of Actor-Observer-Critic has the same structure
and provides a model for the social self-regulation of the social
enterprise of behavioral science (or any other social enterprise as well).
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The Critic task is complex, involving more than one sort of appraisal
and involving more than merely appraisal. The first sort of appraisal,
i.e., "Are things satisfactory?" clearly involves both the competence to
make this kind of judgement and some set of standards for making
particular judgements. In the case of things being unsatisfactory, the
question is, "unsatisfactory in what way?" (Procedurally, of course, one
might go directly to "things are unsatisfactory in this way,” and that
would preempt the question of whether things were satisfactory or not.)

Here, the phenomenon appears to be the same as that involved in the
judgement diagram. That is, the person evaluates his circumstances and
identifies the particular circumstances (states of affairs) which are
motivationally relevant to his behaviors and behavioral choices. (Maxims:
(a) A person values some states of affairs over others and acts
accordingly. (b) A person requires that the world be one way rather than
another in order to have a reason to act in one way rather than
another.)

It is the formulation, discrimination, or description, of such states of
affairs which constitutes the first appraisal (satisfactory vs.
unsatisfactory) and the second appraisal (satisfactory or unsatisfactory
in what way). Depending on the account of what is wrong, the
"prescription” may be as nominal as "try again" or "Do something else,”
in which case the primary burden of improving matters would fall to the
creativity of the person in his job as Actor. Or it may be as detailed and
specific as a computer program, in which case the Actor would have
little contribution beyond following instructions.

E. STATUS ASSIGNMENT

It is a truism that in the real world, anything has some relationship to
anything else, and this holds not merely for particular individuals,
including human ones, but also for organizations, collectivities, systems,
situations, events, occurrences. For any given thing, X, but most
importantly people, a person’s relationship to X provides reasons, and
some opportunities as well, to treat X in one way rather than another.

To treat X in one way rather than another is to participate jointly with
X in a given social practice rather than another; in the chosen practice,
the person and X each play one of the parts, or positions. More
technically, each is (embodies) one of the formal individuals specified in
the Process Description of the practice.

When it comes to how persons interact with each other, we may
consider what possibilities are formally available and what restrictions
may operate on a given person’s selection from these possibilities. In
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regard to the first, we can say that the possibilities are given by the
social practices and institutions (which are organized sets of social
practices) of the community. Such practices and their groupings tend to
be strongly conservative, especially when taken as a whole, but they are
susceptible to modification, incrementation, elaboration, and replace-
ment through invention or borrowing.

In regard to the second, restrictions stem from a person’s other
relationships, his person characteristics, the broader scope activities he
is implementing via his present behavior, social norms of
appropriateness, the other person’s characteristics and inclinations,
particular circumstances, and so on.

Facts which constitute such restrictions and opportunities correspond,
in one way or another, to the person’s hedonic, prudential, ethical, and
aesthetic reasons for and against engaging in a given practice or
engaging in it in a given way. The facts which constitute the person’s
reasons either literally are some of these (which is rare) or they are
accounted for by them. For example, it is because the politician is
ambitious that election to a higher office would be satisfactory and
advantageous; that it would be satisfying in certain ways would be a
hedonic reason for running for that office. That it would be satisfying in
certain other ways would be an aesthetic reason for running. That it
would be advantageous would be a prudential reason for running. If
circumstances provided a good prospect of election those reasons would
be stronger than if there was only a fair prospect of success. (To be sure,
for example, his relationships with other members of his political party
might well result in even stronger reasons not to run at all.)

For present purposes, it is perhaps sufficient to say that (a) it has so
far proved impossible to formulate a set of circumstances such that only
one behavioral choice is open to a person (this is not merely because,
as the Existentialists have noted, one can always choose to die instead),
and (b) it is highly implausible that any such attempt will ever be
successful (it is only through strong categorical stipulations, not actual
specifications, that ‘determinism’ with respect to behavior has managed
even a semblance of plausibility).

Thus, no matter what we might have to say practically in particular
cases about "how much choice he really had,” it is formally appropriate
(and unavoidable, if we stick to the facts we actually have and don’t
make anything up) to speak of the person choosing what he does. The
technical notion of status assignment corresponds to this notion of
choice, though it is not a technical paraphrase of it.

Choosing one’s behavior is far more than choosing one’s postures and
movements (indeed, those are seldom included at all in what one
chooses). Archetypally, the choice is the choice of which behavior
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pattern (social practice) to enact jointly with the other animate or
inanimate party or parties. But in choosing this, we must choose the part
that each Other is to play, since, our options and further choices of
particular behaviors involving the Other depend on that. (Compare: In
order to have a baseball game, we not only choose up sides, but we also
have to settle on which position each person is to play. If we don’t,
there will be no game.) The part that the other is to play in the social
practice is his status within the practice on that occasion; choosing that
part for the Other to play is the assigning of that status to him.

The assignment of a status to an individual may be done within any
context or domain in which there are statuses. A single social practice
on a given occasion is a very restricted context. Most commonly, statuses
are assigned more broadly, within organizational, institutional, or
cultural contexts, and these provide guidelines and restrictions for status
assignments in narrower contexts such as particular practices or
particular episodes.

The preceding articulations of the concept of status assignment does
raise questions about the relation of that concept to the concept of
appraisal. Is making a status assignment really a case of "a description
which, tautologically, carries a motivational significance?” Is it really a
case of evaluating circumstances in regard to their motivational
significance?

The latter is closer to the mark. There is a genuine parallel between
appraising the lion as constituting a danger to me and assigning John
the status of being a friend of mine, for we might also speak of assigning
the lion the status of a danger to me and of appraising John as a friend
of mine.

In this connection it should be recalled that there is a close
relationship between the concepts of relationship and status. Briefly, the
fact that a given person has a certain status within a given domain is
equivalent to the fact that he has the totality of relationships that he
does wilh the other elements in that domain, and that implicates the
interrelationships among those other elements. And, for example, a
relationship constitutes a limiting case of a status, i.e., it involves two
statuses within a two-element domain.

Thus, if appraisal is keyed to the concept of a relationship (between
the appraiser and what is appraised) and status assignment is keyed to
the concept of place or position, then it is not surprising that the
concepts of appraisal and status assignment can be used interchangeably
over a wide range of cases.

At least one difference remains. In general, the term "appraisal® is
used when there is a presumption that a certain relationship already
holds and the appraisal is a way of recognizing that. (For example, the
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lion is already a danger to me at the time when I appraise him as
dangerous.) In contrast, "status assignment” is used primarily to refer to
cases where the presumption is that the relationship or positioning is at
least partly created by the assigning of a status. (For example, when I
describe James as assigning Carrie the status of rescuer, I do not
presume that Carrie was already that, though it is not unlikely that
James does.)

Correspondingly, the assigning of a status raises questions which
making an appraisal does not raise. These include (a) whether the other
person (if it is a person who is involved) accepts the status and (b) how
well the person does at it. In contrast, we do not expect to raise such
questions in regard to the lion. Thus, there is a pragmatic difference
between saying that I appraise John as a friend and saying that I assign
him the status of "friend."

F. FINAL ORDER APPRAISAL AND REALITY

The notion of a final order appraisal stems from the fact that -any
appraisal may be superseded by another appraisal. A later appraisal may
completely change the significance of an earlier appraisal, and a still
later third appraisal may completely change the significance of the
second appraisal and so on. Thus, until such a sequence comes to an
end, nothing is settled. A final order appraisal is, therefore, one which
still has currency at the time it is so described, either because it was
acted on or simply because it has not been superseded.

What a person takes to be real is what he is prepared to act on, and
conversely. Since a person cannot act on appraisals he has not yet made,
it follows that a person acts on his final order appraisals. Final order
appraisals correspond to what a person takes to be real. In the light of
the preceding discussion of status assigning, we may say, correspondingly,
that a person acts on his final order status assignments and that these
correspond to what he takes to be real.

Although in the main the connections between final order appraisal
and what a person acts on and takes to be real are tautological, there is
some further logical complexity involved. For example, appraising an
apparent object or state of affairs (etc.) as real does not consist of
attributing some additional characteristic to it. If I decide that there
really is a lion walking into the room, I have not thereby attributed a
new characteristic to the lion or to the situation that I see; rather, I am
now prepared to act on what I see.

Because no new characteristic is involved, one could describe my
behavior without reference to the appraisal at all. In the example of the
lion walking into the room, as diagramed in Figure 1, this would amount
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to eliminating the outer diamond and retaining the inner diamond. In
that case we would speak only of my distinguishing the lion and the
room (etc.), and of my motivation to get away from the lion, and of my
running out the door. To be sure, that kind of account would leave open
the question of why I would do such a thing on such an occasion, but
there are always other resources for supplying an answer, e.g., there was
something about my learning-history which accounts for that.

Clearly, I would have no use for the concept of "real” if I were not
prepared sometimes to reject as unreal (illusory, fake, counterfeit,
deceptive, insincere, mistaken, etc.) something that I would otherwise
have taken to be the case and acted on. Indeed, for an individual whom
we take it is incapable of making the distinction of real vs. unreal, e.g.,
a laboratory rat, parsimony requires that we eliminate any reference to
the appraisal of something as being real or unreal and speak only of the
distinction (the state of affairs concept; the mere description) being
acted on. In contrast, if I am an individual who routinely distinguishes
between something being real and its being unreal, then the description
above holds, and whatever distinctions I act on are what I take to be
real.

Tt is not the case, of course, that if I take something to be real, I do
so by virtue of any explicit procedure (of any kind) of appraising it as
real. That would be impossible, since it would involve an impossible
infinite regress of such procedures. Rather, since real-unreal is part of
the cognitive framework within which a person normally operates, the
issue of what is real and what is not can be handled effectively primarily
on a policy basis, with explicit appraisals being made on an ad hoc basis.
The policy in question is familiar in the form of a maxim, i.e., "A person
takes it that things are as they seem unless he has reason enough to
think otherwise."

G. OBJECTIVE APPRAISAL:
TRUTH, BEAUTY, AND GOODNESS (ETC.)

We have already noted that there is a crucial difference between
first-person appraisals ("I am in danger”) and third-person descriptions
("He is in danger") in that the former is logically connected to my
wanting to escape and the latter is not logically connected to either my
wanting to escape or his wanting to escape (he may not recognize that
he is in danger).

In contrast, when I say "That’s beautiful” or "That’s true”, or "That’s
bad", I do not mean "To me, that’s beautiful” or "For me, that’s true" or
"From my point of view, that’s bad", or anything of the kind. When I
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appraise something as true, beautiful, or bad (etc.), I do not mean that
it has a certain relationship ro me. Thus, judging that something is true,
ugly, or bad is not a paradigmatic appraisal like judging that something
is a danger to me. But neither is it a mere description like "He is in
danger". (It is because it is, among other things, a linguistic community,
that one can speak with, in this sense, authority.)

Rather, what is involved is the notion of talking objectively, i.c., from
an objective point of view. To speak objectively is to speak as "one of
us," as a representative of a linguistic (among other things) community.
That contrasts with merely speaking for oneself. It is comparable to
serving as a juror, where one judges on the basis of what one would,
properly, say on the basis of the admissible evidence rather than, say, on
the basis of a personal impression or a preference as to what one would
like to be the case. (Compare the degradation ceremony analysis
(Garfinkel, 1956; Ossorio, 1971/1978) where both the Denouncer and the
Witness act as representatives of the community.)

Much has been said and written on the topic of objectivity and
subjectivity in judgements or descriptions. Much that has been written
or said appears to equate objectivity with truth and subjectivity with
bias. Often objectivity has been equated with the absence of bias, and
social scientists are prone to despair of the very possibility of objectivity,
so conceived. (For such persons, even their concern would have to be
taken to be biased. Then need we really be concerned?)

In the present formulation, there are no such equations. For example,
far from equating objectivity with truth, I would say that speaking
objectively is a precondition for speaking falsely or truly or for speaking
incorrectly or incorrectly. (Only a statement can be true or false, and
making a statement requires the idiom and the notion of objectivity.)

At face value, I am speaking objectively when I say that it’s true that
the cat is on the mat or that the painting is beautiful or that the action
was bad, etc. It is precisely because in speaking objectively I am acting
as a representative of a community that what I say makes a claim (which
may be rejected) on other members of the community. (Compare: When
the jury finds the defendant innocent [or guilty], it thereby commits the
community to treating the defendant accordingly; normatively, the
commitment is honored, though in particular cases it may be rejected or
qualified.)

One could say that the claim is that this is what we would, properly,
say on the matter; in saying it’s true that the cat is on the mat (etc.), I
am merely saying what one of us would, properly, say about that.
However, note that my reason for saying that the painting is ugly (etc.)
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is not that that is what one of us would, properly, say. That may be the
case, but it could hardly be my reason.

The picture is beautiful. It’s true that the cat is on the mat. Hitting
him was a bad thing to do. One could say that that is how things are for
us. But it is not the case that that is how things are for us for us.
Rather, for us, that is how things are, period.

In such matters, it matters who is talking, whom one is talking to, and
whom or what one is talking about. (Compare: "He is in danger" vs. "I
am in danger.") When I speak to another one of us, my reason for saying
that the picture is ugly (etc.) is simply that that is how it is; my
justification is not that that is what one of us would, properly, say, but
rather, that (any) one of us, including me, can see that that is so or can
tell that that is so. It is because of thar that that is what one of us
would, properly, say; it is because of that that the community would, and
in that sense, does, have a position on the matter. It is only when I
speak to an outsider (someone who is not one of us) or in light of a
possible outsider that it would make sense to relativize, to disclaim, to
say that that’s the way it is for us, where "us" excludes the outsider.

The question of whether the community has a position on a given
matter is an important one, since that is not always the case. For
example, a community is likely not to have a position on the question
of whether chocolate ice cream tastes better than strawberry, or on
whether team A is a better team than team B, or on whether it’s better
to be introverted than extroverted, or whether law is a more socially
useful occupation than accounting, and so on and on. If the community
has no position on a given matter, then there is no objective judgement
to be made on the matter either.

The community’s position on a given matter is normative, and in that
sense, appraisative, rather than merely descriptive or narrowly empirical.
For example, the community would not have a position on whether
chocolate ice cream tastes better than strawberry even if it were the case
that everyone in the community in fact preferred the taste of chocolate.
The test of the difference lies in the community reaction to a
hypothetical person who said "I like strawberry better." The reaction
would be "Well, You’re an exception,” not "You’re wrong. Chocolate
tastes better."

In turn, such restrictions are not merely empirical. One of the matters
on which a community will have a position is precisely on which matters
the community has a position. The items mentioned above (chocolate vs.
strawberry, etc.) for example, are among those on which our
community’s position is not merely that the community does not have
a position on them, but that it shouldn’t (or that it shouldn’t try to or
claim to, since it wouldn’t make sense).
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How is objective judgement possible at all? The question only arises
in light of the traditional practice of equating objectivity with a
guarantee of truth or with the absence of bias. If we eschew such
transcendental postulates, we are left with nothing more mysterious than
a person acting as a representative of a community, and that is no more
mysterious than a person acting as a banker, a mother, a Baptist, a juror,
a printer, etc. (Ossorio, 1983, p. 35 ff).

In being a banker, I appraise my circumstances from a banker’s
position, or perspective, and I find relevant those circumstances that
would be relevant to a banker. I have the reasons that a banker would
have in those circumstances. In acting as a banker, I act on those
reasons without reference to any other reasons I might have as a person,
and particularly, I do not act on any reasons which conflict with those
which I have as a banker. If I fail in either respect, I have done a bad
job as a banker. (Maxim: In a social system, a person views events in
light of the values and concerns which go with his position in the
system.)

When it comes to acting as a representative of a community there is
clearly a significant potential for doing a bad job of it in just this way.
Since I have other statuses I may act on those, or I may just act as
myself rather than as a representative. In the latter case, it will make
sense to speak of my judging subjectively. In both cases it will make
sense to speak of my being biased. In the former case it will make sense
to say that my judgement is objective. In neither case is my judgement
guaranteed to be false or incorrect.

H. SUMMARY

Upon review, it appears that the notion of appraisal is used consistently
in the various paradigmatic forms encountered in the Descriptive
Psychology literature. The single greatest lack of correspondence is
found between the concept of status assignment and that of appraisal.
The pragmatic force of “status assignment" involves primarily the
creation of a status or relationship; the pragmatic force of "appraisal”
involves primarily the recognition of an existing status or relationship.
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To become and to act as "rational creatures" is something that we learn, as we learn
a language. If we had not some initial capacity for it, we could never learn at all, but
given that capacity, which we hopefully impute to "human nature", reasonable action,
at the familiar level of good sense, is the reward and fruit of practice and discipline
in those activities in which a difference between getting things right and getting them
wrong can be made out by those with sense enough to make this distinction.
(Murphy, 1964, p.48)

This paper is concerned with the ways in which persons develop
competence in a particular form of social criticism, i.e., moral criticism.
As persons develop socially and become adult members of a community,
they learn the range of customary and acceptable social practices among
the members of that group. Further, to make decisions regarding what
they ought to do, or to know how to act in ways which are not socially
incorrect or inappropriate, requires that persons acquire competence as
social critics. It is the development of this competence that requires
further clarification before we can expect to understand and to guide
children more effectively in this regard.

Psychologists have long been fascinated with questions about moral
development and how individuals come to manage whatever conflicts
there may be between their personal inclinations or interests, and the
various requirements of social living. There is general agreement that a
child develops from a position of complete dependence upon adults for
decisions about what behaviors are right or wrong, to a position of
practical independence, i.e., the position of a rational person who is
capable of making his or her own appraisals and acting accordingly.
However, there is considerable disagreement regarding the nature or
course of that development, and the ways in which that development is
fostered during the lifetime of each individual.

Prior to launching another investigation, it is important to keep in
mind the advice of Wittgenstein (1922) who alerted us to the possibility
that our difficulty in understanding a problem may come from the way
the problem is initially formulated. It appears that this has been the case
with some of the investigations into the nature of moral development;
some of the theories and research have been based on more or less
inadequate or incomplete conceptualizations of the problem, and this
has sometimes generated considerable confusion. It therefore seems
important to review conceptually the phenomenon of moral behavior
and to reexamine the questions that arise regarding the developmental
aspects of this behavior.

It should be emphasized from the outset that this paper does not deal
with moral theories, this is, with questions of which moral judgements
or principles are correct or ought to have priority over others. Rather,
it describes what it is for people to be competent in moral criticism and
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what they are doing when they make moral judgements. This paper
emphasizes that competence as a moral critic reflects (a) the extent to
which a person has mastered the use of ethical concepts, and (b) a
person’s opportunities to have been involved in the use of these
concepts.

CLASSIC APPROACHES TO MORAL DEVELOPMENT

Most psychological research related to moral development can be
classified in terms of the theoretical orientation employed by the
investigator: (a) Cognitive-Developmental; (b) Psychoanalytic; and (c)
Learning Theory. Each of these orientations can be further characterized
by the way it organizes the facts of behavior in general, and its
differential emphasis on one or another aspect of behavior. The sections
which follow provide a brief description of some of the assumptions
within each of these general approaches to moral development, including
a description of the paradigmatic research generated by each approach.

Cognitive-Developmental

This currently popular theoretical approach has resulted from attempts
to integrate the thinking of American pragmatists with the
developmental model of Jean Piaget (1932/1965). Piaget’s book, The
Moral Judgement of the Child, provided the first systematic application
of the cognitive-developmental model to moral judgement. Later,
Kohlberg (1964, 1969, 1976) applied the cognitive-developmental model
to moral judgement in a highly elaborate classification system that
includes six stages in the development of moral judgement.

Through conversations with children, Piaget (1932/1965) identified
what he believed to be two major stages in moral development. The first
stage he at various times referred to as "heteronomous morality", "moral
realism", or a "morality of constraint”; the second stage he variously
called "autonomous morality" or "morality of cooperation®.

The morality of constraint develops as a result of two interacting
factors: cognitive immaturity and unilateral emotional respect for adults.
Piaget further elaborates cognitive immaturity in terms of "egocentrism"
or "realism” as ways of characterizing the child’s inability to distinguish
between aspects of the self and aspects of the external world. One
expression of egocentrism is the child’s inability to take the viewpoint
of another person in various social situations. Realism or egocentrism
also includes those situations where the child cannot yet distinguish
between objective and subjective aspects of experience. This is reflected
in the moral domain by a tendency to regard moral rules as absolutes,
rather than flexible principles.
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A child progresses from "heteronomous morality” to "autonomous
morality" by developing an ability to function cooperatively. The
appropriate environmental structures stimulating this gradual transition
are the various opportunities a child has for reciprocal social interaction.
Piaget (1932/1965) holds that all children make the transition from a
morality of constraint to a morality of cooperation, unless their
development is retarded by the lack of such opportunities. He further
maintains that under conditions of mutual respect and equality in social
interchange, the developing mind cannot help coming to regard the
principle of cooperation as "an immanent condition of social
relationships” (p. 198). At the advanced level of development, morality
is no longer regarded as the will of authority, but as a system of
modifiable rules, expressing common rights and obligations among
equals, a system essential to the effectiveness of any social system.

Kohlberg proposed a sequential set of stages of moral judgement in
which an individual exhibits varying sensitivity to social norms and moral
principles. A complete explication of these stages may be found in
Kohlberg’s several treatments (1964, 1969, 1976) of the development of
moral judgement. Kohlberg’s structural theory stresses that "movement
to the next stage occurs through reflective reorganization arising from
sensed contradictions in one’s current stage structure” (1976, p. 51).
These contradictions can arise in at least two types of situations: (1)
where some form of experience or decision leads a person to recognize
the inadequacy or inappropriateness of his own moral reasoning abilities,
or (2) when a person is exposed to another person’s moral reasoning
which is discrepant from his own. In this way, Kohlberg emphasizes the
interactional aspect and suggests that development will be significantly
influenced by the environment’s provision of various opportunities for
that interaction (e.g., role-taking opportunities) and the particular level
of moral reasoning represented by the social institutions in which a
person has been involved.

The cognitive-developmental approach is unique in its attempt to
provide qualitative descriptions of the different types of thinking a
person uses. These qualitatively different types of thinking are said to
represent some kind of "cognitive-structural transformation” that results
from an interaction between the self and the social environment. In
contrast to other approaches, the cognitive-developmental approach
views this interaction between organism and environment as being of
primary importance to development. They often describe this interaction
as having a dynamic property of balance in which a certain drive for
equilibrium predisposes a person’s cognitive capacities to accommodate
certain environmental requirements, and to search for a match between
various cognitive expectancies and structural aspects of the environment.
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In this way, the cognitive-developmental approach is a dynamic
interaction scheme that portrays development as a certain, inevitable,
and interactive sequence of behavior development.

For the most part, research within the cognitive-developmental
approach has been designed to elaborate the various stages of moral
reasoning by asking persons of different ages and cultures to respond to
a variety of hypothetical moral dilemmas (Kohlberg, 1969). This research
technique was designed to yield data calling for the maximum usage of
the child’s cognitive capabilities. The general rationale for this lies in
the cognitive-developmental approach’s definition of a moral act as one
based on prior judgement of its rightness or wrongness. Thus, the
obvious objective would be to study the higher mental processes and
thought structures underlying such judgements. Most of the other
research elaborates this basic research by focusing on particular issues
which will provide more understanding of these cognitive "structures".
For example, considerable research has been conducted to discover
whether a child’s level of moral reasoning corresponds to various
behaviors such as role-taking behaviors (Selman, 1976) or specified
prosocial behaviors (Damon, 1978).

Psychoanalytic

For psychoanalytic theorists, a person’s moral structure is regarded as
the "unconscious product of powerful motives which are based on the
need to keep antisocial impulses from conscious awareness or
expression” (Hoffman, 1977). This follows from Freud’s general view of
development as an individual’s subordination of his or her instinctual
energies, in which subordination represents the internalization of
external, social constraints, by socialization agents, practices, and
institutions.

This approach, like the cognitive-developmental approach, postulates
stages of development. However, in psychoanalytic theory, the emphasis
is on motivational aspects of behavior, rather than on cognitive ones.
The transition between these postulated stages is considered to take
place early in the child’s development through the "internalization" of
parental and/or societal norms. As such, psychoanalytic moral theory has
not emphasized interactional components in its stages of moral
development as much as it focused on "internalization” aspects.

It is believed that this internalization process begins when the young
child, whose pre-eminent motive is to satisfy his own drives, must be
tamed by the adults of his world. In essence, the child lacks the
motivation to control his own behavior, and external agents (e.g.,
parents or teachers) must intervene and provide such control.



178 SONJA BUNKE HOLT

The psychoanalytic theory of moral development is based on causal
relationships. Adults become desired objects for the child through
repeated experiences of need reduction through interaction with them.
Thus, threats of losing them can provide the basis (cause) for the
internalizing of various social/moral requirements.

One important way a child internalizes socially sanctioned behavior is
by means of various discipline experiences. The general rationale for
assuming discipline to be important is that the notion of moral
"internalization" was considered to imply that a person had acquired the
motivation to weigh one’s desires against the moral requirements of a
situation, and one’s earliest experience of doing something similar to
this occurs in response to parental discipline.

Guilt is taken to be the source of the standard behavioral expressions
from which moral development is inferred. The treatment of guilt as a
result of violating internalized moral standards, and as a way of keeping
someone in line, is another one of the ways the psychoanalytic approach
infers a causal connection between the cognitive and motivational
components of behavior.

Based on this general set of assumptions, psychoanalytically oriented
research has developed along the following lines: (a) attempting to
understand moral development in terms of the guilt that results from
violating socially sanctioned standards (e.g., Peck & Havingshurst, 1960;
Boehm, 1962), (b) an investigation of various forms of resistance to
temptation (Aronfreed, 1968, 1976); and (c) discipline methods as they
relate to (a) and (b) (Hoffman, 1977; Sears, Maccoby, & Levin, 1957;
and Whiting & Child, 1953).

Learning Theory

Learning theorists view the development of any behavioral patterns in
associationistic terms. That is, they view the structure of behavior as the
result of the continual association of discrete stimuli with one another.
Mental structures are often considered to be the result of the patterning
or association of events in the world.

Following from this basic notion, it is assumed that children acquire
knowledge bit by bit, as if they are constantly accumulating small pieces
of information. Typically, there is no relation hypothesized between the
individual pieces beyond the "associations" formed through the various
regularities experienced during contacts with elements of the
environment. The more complex conceptual achievements like the
development of social or moral standards are also taken to happen in
the same piecemeal fashion. For example, Berkowitz (1964) claims that
moral values are learned in the order in which they are introduced to
the child by his particular environment.
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Social-learning theories of morality operate on similar assumptions.
However, these theorists also talk about hypothetical processes like the
internalization of cultural or parental norms. In general, learning and
social-learning theorists tend to avoid specifying the ways in which the
cognitive and motivational aspects of behavior develop. Typically, they
tend to assume that mechanisms of learning will somehow transmit the
values of the socializing agents to children. Even the more elaborate
version of social-learning theory (Mischel & Mischel, 1976) does not
seem to relate the acquisition of these values to a person’s behavior.

The paradigmatic research design in the social-learning tradition is to
use either direct or vicarious reinforcements, with minimal or no
accompanying rationale, to elicit behaviors which are "good" in terms of
some culturally shared standard of conduct. Various forms of research
on imitation and modeling (Bandura & Walters, 1963; Kanfer & Phillips,
1970) have indicated that these processes are the ways in which a young
child internalizes social standards and values.

Critique

The preceding review of the major approaches to moral development
focused on presenting a descriptive overview of various theoretical and
empirical approaches related to this problem area. The present paper
was stimulated in part by the recognition of various problems not
adequately handled in these approaches. The following examination of
those problems is designed to (a) clarify the desirability of a different
approach to understanding the development of moral competence; and
(b) introduce certain criteria for evaluating the various approaches to
the study of moral development, including the formulation presented
here.

The first problem encountered is one of comparability. Ossorio
(1970/1981) has often referred to this problem among general theories
of personality. This problem as it relates to theories of moral
development goes as follows. First, it is taken that each approach is
concerned with discovering the process involved in the development of
moral judgement. That is, each theorist assumes that the phenomena
associated with moral development fequire an explanation, so each
proceeds to hypothesize the nature of a process involved. However well-
meaning the effort, there is a fundamental danger involved in this sort
of approach to behavioral research. If moral judgement and moral
behavior were not identifiable and desirable independently of the
theories, there would be no moral phenomena for these theories to
provide explanations of.

A major technical problem that arises is that without a description of
moral judgement independent of various theories, there is a danger that
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there will be very little agreement among the various theorists regarding
an appropriate description of the behavior for which each has a theory.
The problem involved here is similar to the problem involved if a poet,
a botanist, and a lumberjack were to try to agree about trees. The
description of the same tree varies considerably as a result of the
particular orientation of the person describing it. In each case, the tree
remains the same, but the description varies. The resulting confusion
usually has nothing to do with the phenomenon described, but is more
often related to the fact that there are alternative perspectives for the
describers.

The same sort of problem holds for the various approaches to
understanding the development of moral judgement. Although the
phenomenon under investigation is the same for all theorists, each of
their descriptions is likely to be different. Each of the major approaches
focuses on a different aspect of behavior: Cognitive-developmental
theory emphasizes the cognitive aspect of moral behavior, psychoanalytic
theory the motivational aspect and learning theories emphasize the
performance aspect.

This differential focus gives each a separate perspective on the
phenomenon. However, unless we have a description of moral judgement
which is not also a theory about its operation, theories which each
provide their own hypothetical account cannot be compared.
Furthermore, without a way to compare these theories to a description
of the phenomenon, there is no standard by which to appraise the
appropriateness of any one theory for its contribution to understanding
moral development.

Conceptual problems of this sort generate empirical problems. For
example, the research on moral development is most often criticized for
its lack of concern with the relationship between acquiring moral
concepts and the corresponding real-life behavior. One finds frequent
reference to this problem in the literature (Lickona, 1976; Hoffman,
1977; and Damon, 1978), but it appears that the direct study of this
relationship is often enmeshed with the various hypothetical processes.
For example, theoretical disagreement often revolves around which
socialization experiences are most likely to foster the "internalization”
of moral standards. The corresponding research may focus on aspects of
discipline and other childrearing experiences (e.g., modeling,
conditioning experiences, and role-taking opportunities) to decide if
these experiences will produce the desired socially appropriate reasoning
levels or reflect the "internalization" of moral standards.

Another problem emerges out of the attempt to resolve this question
of the relationship between the cognitive and motivational aspects of
morally relevant behavior. In looking for specific empirical evidence that
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relates moral judgement to actual behavior, many researchers have
attempted to demonstrate a causal relationship between the hypothetical
cognitive structures (e.g., conscience, superego, stages, etc.) and various
criteria such as resistance to temptation, prosocial behaviors, or indices
of guilt. The psychological literature on moral judgement as well as
everyday experience is filled with examples of what appear to be
irresolvable problems derived from attempts to treat this relationship as
causal. The best known example is the consistency with which persons
at various stages of moral reasoning fail to act in ways that correspond
to their level of reasoning.

In summary, an alternative approach to understanding moral
judgement must meet certain criteria: (a) It must provide a descriptive
account of moral judgement which is atheoretical; (b) it must be
responsive to a variety of questions that arise concerning moral
judgement, like providing a way of illuminating the relationship between
the cognitive and motivational components of morally relevant behavior;
and (c) it must provide a noncausal, or at least partially noncausal,
account of the operation of moral judgement.

A CONCEPTUALIZATION FOR MORAL JUDGEMENT

The formulation presented in this section is designed to provide a
descriptive account of moral judgement and to show that another way to
study moral development is to evaluate the extent to which persons have
acquired a certain competence, i.e., the competence which corresponds
to having an ethical perspective. This conceptual framework for moral
judgement includes a paradigm case formulation (Ossorio, 1969/1978)
which delineates the logical components of competence and proposes a
competence formulation for our understanding of how persons develop
an ethical perspective.

The acquisition of an ethical perspective is treated here as an instance
of socialization (i.e., learning to participate in social practices, social
institutions, and other human ways of life) where persons become
competent at a certain form of social criticism, i.e., moral criticism.
Paradigmatically, the extent to which persons have acquired an ethical
perspective will be reflected in their level of ethical competence. This
competence is exercised in four ways: (1) distinguishing conceptually
between various ethical grounds of action and between ethical and other
grounds; (2) recognizing circumstances for which ethical distinctions are
relevant; (3) recognizing ethical reasons to act; and (4) regulating their
behavior accordingly. Furthermore, each of these abilities will be
variously expressed in a person’s behavior as they respond to ethically
relevant situations. In the following discussions, these various
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expressions of the ethical perspective are treated as related, yet
distinctive aspects of behavior.

Before presenting this paradigm case in more detail, it is necessary to
discuss what it means to have an ethical perspective, and to show what
sort of position the ethical perspective has in relation to behavior in
general. This discussion will also distinguish two forms of moral
dilemma and two forms of moral criticism. For these purposes, clements
of a more general conceptualization for behavior developed by Ossorio
(1966, 1970, 1978, 1981) will be employed.

Ethical Perspective and the Judgement Paradigm

The ethical perspective contrasts with the hedonic, prudential, and
esthetic perspectives. All these perspectives provide grounds for making
behavioral choices. Ossorio (1976) presents each of these as the different
perspectives that are, paradigmatically, always available to persons for
particular choices and for self-regulation in general. Self-regulation is a
general phenomenon exemplified by Deliberate Action (where a person
distinguishes among behaviors, chooses among them, and enacts the
chosen behavior) and codified directly by the Actor-Observer-Critic
schema (Ossorio, 1970/1981). More specifically, having an ethical
perspective implies that a person is able to distinguish and choose
behaviors in ways that indicate an understanding and an appreciation of
ethical questions.

Ossorio’s (in this volume) paradigm formulation for judgement is a
device for reconstructing a behavior as a case of Deliberate Action. It
allows us to reconstruct any behavior for a better understanding of the
deliberate action which has taken place (or could have, etc.). This
formulation, represented in the Judgement Diagram (Figure 1), also
demonstrates that the ethical perspective is only one among several
perspectives that normatively come into play in behavioral choice and
self-regulation. Finally, it can be used to portray any behavior that
involves the ethical perspective in making judgements of what is the
case, and/or deciding of what to do under a variety of circumstances.
Portraying behavior in this way will help to clarify the significance of the
four competence expressions involving the ethical perspective.

Judgement (J)

"Judgement of what is the case" is used here to refer to those
situations where a person recognizes the circumstances (C) as providing
reasons (R) for doing or not doing one thing rather than another. A
judgement that is characteristically a moral judgement will specifically
involve recognizing the ethically relevant facts in a situation which
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Figure 1. Judgement Diagram

c C c c
I I I |
| ! | |
R(H) R(P) RCE, ) R(E, )
PC —p w1 W2 w3 W4
J and/or D B
C = Circumstances J = Judgement
R = Reasons B = Behavlor
H = Hedonic Reasaons D = Dacision
P = Prudential Reasons W = Relatlve Walight
E1 = Ethical Reasons PC = Personal Characteristics
E2 = Esthetlc Reasons

provide reasons (E,) to act accordingly.

Judgement actually involves only the cognitive aspect of a behavior
(i.e., recognition and discrimination) and is not directly observable. One
connection between judgement and an observable behavior would be the
verbal behavior where a person states what he believes to be the case.
However, the verbal behavior only expresses some of the content of a
particular judgement, i.e., whenever a person states what he takes to be
the case, he is not articulating all the things he could distinguish, or is
distinguishing that case from. Similarly, if a child only states that lying
is wrong, we do not know if the judgement is based on prudential
reasons (e.g., the fear of being spanked for telling a lie) or on ethical
reasons (i.e., it is wrong or unfair to lie to another person). Upon
inquiry, it would be possible to identify some of the relevant
circumstances providing reasons for an individual’s judgement, decisions,



184 SON]JA BUNKE HOLT

or behavior; however, there is no way to determine that we have
identified all of the reasons providing the content for any judgement.
The foregoing serves as a reminder that it is not logically appropriate
to equate moral development, moral judgement, or moral conduct with
merely the verbal behavior of expressing an appraisal, or with various
behavioral choices that may or may not appear to be ethically motivated.

Weights (W)

The notion of relative weights is included in this formulation to help
account for (a) some of the observed variations in moral judgements
which one person may demonstrate on separate occasions (including at
different ages), or (b) the differences we observe among different
persons or groups of persons when they act from the ethical perspective.
In any situation, a person’s decision of what to do or say will reflect the
relative weights attached to circumstances and corresponding reasons
(both pro and con) revealed by all four perspectives.

Circumstances, providing the reasons to do something, differ from one
occasion to the next, and a person’s decision of what to do reflects the
relative weights given to each of those reasons. For example, consider
a situation where a person is asked to play golf with friends during a
time when he has an appointment to meet with his son’s teacher. He is
a person who enjoys playing golf and usually plays whenever he gets the
opportunity. While he would prefer to be playing goif, when it comes to
keeping the appointment with his son’s teacher, playing golf carries less
relative weight when there are competing commitments.

In general, the relative weights reflect the way a person perceives a
situation, and his sensitivity to its relevance will, in turn, be influenced
by his person characteristics (PC), such as: (a) his particular moral point
of view (e.g., a particular ethical theory or religious dogma) which
consists of having certain principles or rules for resolving ethical
dilemmas, and (b) his particular experience in situations involving the
use of those principles and rules.

To summarize, the notion of weights provides at least four things to
consider in accounting for the individual differences observed in the
moral decisions of either different persons in the same situation, or of
the same person on different occasions. Each of these four can influence
the relative weights that particular reasons carry with a given individual.
For each person, on each occasion, the types of reasons may be
differentially weighted as a result of: (1) a person’s perception of the
circumstances; (2) that person’s sensitivity to the relevance or



Moral Judgement 185

implications of these circumstances; and (3) a person’s person
characteristics, including having a particular set of moral principles or
rules for deciding among conflicting reasons, and (4) a person’s prior
experience in morally relevant situations.

Forms of Moral Dilemma

With the judgement paradigm in mind, it is possible to envision at
least two general forms of moral conflict: (1) cases in which there are
conflicting ethical reasons (E,), or (2) cases in which there is conflict
between ethical reasons (E,) and other kinds of reasons, (i.e., hedonic,
prudential, or esthetic ones). For purposes of clarification, the first sort
of problem is referred to here as a "purely moral”, and the second as a
"morally relevant” dilemma.

A "purely moral" dilemma may be exemplified by a situation in which
a person is in conflict between his duty to the social order and his duty
to his family. For example, a person may have to decide whether to steal
food or to allow his family to starve. In this case, a person has at least
two conflicting ethical reasons: (1) it is wrong to steal, and (2) it is
wrong to neglect the duty to provide for one’s family.

A situation which typifies a. "morally relevant" problem may occur
when a person is torn between his obligation to treat other persons
fairly while also desiring to advance his financial status. For example, a
person may be in a position to embezzle funds from a charitable
organization. In this case, a dilemma arises because of several conflicting
relevant reasons: (a) it is wrong to take what belongs to someone else
(ethical reason), however, (b) the extra money would be nice to have for
purchasing certain material comforts (hedonic reasons), but then (c) it
would be personally disadvantageous to be caught and punished
(prudential reasons).

Distinguishing these two general forms of moral dilemma will help to
eliminate potential confusions in understanding a person’s ability to
make the kind of appraisals required in moral criticism. One such
confusion is that some appraisal terms may have both ethical and
aesthetic applications, e.g., something may be the ethically right
(judicious or fair) thing to do, and it may be the aesthetically right
(correct, or appropriate) thing to do. In other cases, these concepts may
have applications in all four domains. Establishing this distinction
between "purely moral” and "morally relevant” dilemmas, allows us to
avoid the problems involved with confusing various uses of moral
concepts, as, for example, the confusion in the moral-development
literature generated by treating resistance to temptation as an ethical
problem when it also includes hedonic and/or prudential aspects.
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Forms of Moral Criticism

At this point, note that if we were to evaluate a person’s ethical
competence, there would be at least two targets: (1) we can criticize the
extent to which a person has mastered the specific aspects of the ethical
perspective (E,), or (2) we can criticize the weights (W) a person
attaches to ethical reasons. The first is a criticism of competence; the
second is a criticism of character. Using the Judgement Diagram, note
that the criticism of competence occurs at the position of reasons (R),
and the criticism of character occurs at the positions of weights (W) or
person characteristics (PC).

When criticisms are made of a person’s moral character, it is primarily
a criticism of the weights he has attached to the different reasons for
certain behavior choices. If we regard someone as having a bad moral
character, we are typically talking about his tendency to act in ways that
ignore or disregard opportunities to act in ways that give an appropriate
emphasis to ethical reasons. A person judged to be of good moral
character tends to be someone whose behavioral choices appear to give
appropriate emphasis to ethical reasons. Those persons seen as ethical
fanatics are typically persons regarded as inappropriately giving too
much weight to the ethical grounds for action, while minimizing the
importance of other grounds (e.g., hedonic, prudential, or esthetic) for
behavior. In some cases, a person’s moral character can be criticized in
so far as he appeals to ethical reasons primarily for prudential concerns,
i.e., in an effort to enhance his status by using ethical reasons for
instrumental purposes.

Consider also a situation where a person is asked, "Is it wrong to treat
another person unfairly?” Conceivably, the answer could be forms of
"yes", "no”, or "not always". Answering affirmatively suggests a person
recognizes a certain conceptual relationship between the concepts
"unfair" and "wrong". This would reflect competence in the use of the
ethical perspective (E;). A negative answer may imply a competence
deficit, that the person fails to see these concepts as related. However,
something else is indicated when a person states that it is not always
wrong to treat a person unfairly. He may cite an example where it would
be right that he failed to keep an appointment because he stopped to
help an accident victim on the way to the appointment. Although this
person may have the ethical competence to recognize the conceptual
relationship between the concepts of "wrong” and "unfair’, and
recognizes an instance of failing to keep an appointment as unfair, he
also has the competence, appreciation, or understanding required to give
appropriate priority (W) to other relevant reasons in deciding upon a
certain course of action.
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Because there are times when circumstances indicate that it may be
right to do something that is wrong (e.g., certain acts of war or self-
defense), some persons regard such instances as providing a rationale for
taking a position of ethical relativity and/or ethical nihilism. In the
present approach, however, such phenomena merely remind us that we
will more fully appreciate the significance of the ethical perspective for
social criticism if we recognize the distinction between conceptual
mastery and the competence to give appropriate weights.

A situation involving self-defense, for example, does not ¢liminate our
use of the ethical perspective. Harming someone is wrong and provides
ethical reason to avoid doing so, but recognizing the situation as a case
of "it’s either him or me" provides a prudential reason which may be
appropriately stronger. Recognizing that the decision to harm someone
who is threatening you may be the right thing to do, does not necessarily
indicate that one is ignorant of the conceptual relationships that exist
among the relevant ethical reasons (i.e., that you have an obligation to
be fair in your dealings with other persons, that it is wrong to harm
another person, or that it is unfair, etc.). Instead, it points out that in
some circumstances, ethical reasons can have more or less weight than
certain hedonic, prudential, or esthetic reasons.

Instead of deciding that ethical questions are unresolvable, these
distinctions point to the necessity of looking at more than just (a) the
behavior, (b) the verbal report, or (c) the knowledge of moral concepts
in assessing any person’s moral competence. These distinctions also
emphasize that at any point, we will only have access to a partial
description of a person’s competence. With these cautions in mind, the
following section delineates the components of moral competence. This
conceptual framework is designed to help us account for some of the
potential variations, as well as the similarities among people in their
acquisition and use of an ethical perspective.

A Framework for Ethical Competence

It is in the nature of amy social system that there is a certain
regularity, stability, and consistency in basic beliefs, in values or norms,
and in the way its people treat one another. It is also the case that this
regularity, stability, and consistency is intelligible not only to the
participant-observers of a certain social system, but also to an outside
observer who is a member of another social group. For there to be this
kind of regularity within and relativity among social systems, one would
expect that certain elements are fundamental to the way all social
practices are orgamized. Also, these elements will be somewhat
independent of the particular content attached to them in the variety of
beliefs and lifestyles within and across social systems.
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This conceptualization suggests that the kind of systematizing that
occurs in social behavior is somewhat analogous to the kind of relativity
and regularity found among the various systems of measurement. In a
metric system of measurement, for example, there is regularity within the
system of measurement whether one is using centimeters, meters, or
kilometers (i.e., 100 centimeters equals one meter and 1,000 meters
equals one kilometer, etc.) in measuring length, width and height. In
using the English system of measurement, there is also regularity among
the same measurements using inches, yards, or miles. Additionally, the
measurements in one system are relative to the measurements in the
other system (e.g., 2.54 centimeters equals one inch, etc.). These features
of measurement make it possible for anyone to understand another
person talking about the length, width, or height of a table whether one
is using either the metric or the English system of measurement.
Similarly, a person from a social system where certain forms of behavior
are considered fair or just should be able to understand the significance
of forms of behavior considered fair or just within another social system.
This should be the case even if the same behavior considered fair in one
system is considered unfair in the other. To take an extreme case, if a
person from a midwestern American community visiting a particular
group of Native Americans learns their equivalent terms for the concepts
of "wrong" and "unfair", he could use those terms in his appraisals of
their social practices. For example, this person might communicate to
members of this community, his belief that their practice of leaving
elderly members of the group behind to die while the tribe moves on 10
new territory was wrong. Although members of this community may not
agree with his appraisal, they would be able to understand what the
person was doing by saying that it was wrong or that he saw it as
neglecting a duty.

In the present approach we regard moral development as the
acquisition of a particular range of competence. Note that this contrasts
with treating it as the acquisition of certain habits (Eysenck, 1976); as
a process like internalization (Hoffman, 1977; Aronfreed, 1976); as a
hypothetical construct like superego, conscience, or developmental stage
(Freud, 1938; Boehm, 1962; Kohlberg, 1964; and Piaget, 1965); or as a
more or less sophisticated way of talking about moral dilemmas
(Kohlberg, 1976).

As the development of a competence, moral development can be
compared to the way in which any other competence (e.g., reading or
mathematics) is acquired. In effect, we are using a general socialization/
education model. For example, before a decision is made as to how well
a child reads, there must be agreement on (a) what would count as being
able to read, and (b) what it takes to be able to read (e.g., spelling, word
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recognition, etc.). Similarly, the requirements for evaluating a person’s
ability to use an ethical perspective include: (a) a relevant description
of what counts as moral competence, and (b) an accounting of the
components involved in moral competence.

To meet these requirements, we make use of a paradigm case
formulation of moral competence that includes four components: (1)
knowledge of the network of ethical concepts that are tautologically
linked to one another; (2) the ability to recognize instances of behavior
that exemplify these concepts; (3) the use of these concepts in reasoning,
justifying, or negotiating for or against behavioral choices that involve
the use of these concepts; and (4) actions, other than the verbal
behavior, that give these concepts appropriate priority. Paradigmatically,
the standard for what counts as moral competence or as having an
ethical perspective is the person who demonstrates normative abilities
in all four of these forms of expression of moral competence.

Knowledge of a Network of Ethical Concepts

Having a set of concepts provides a way to differentiate one thing from
another. In art criticism, for example, the distinctions of harmony,
balance, and coloring differentiate aspects of a particular painting, and
also help to differentiate certain paintings from others. In moral
criticism, the ethical concepts like "duty”, "obligation”, "just”, "right", etc.,
are used to differentiate the ethical aspects of behavior so that we can
distinguish and compare social behaviors.

It is important to emphasize that critic concepts, like the ethical
concepts, refer to ways of comparing behavior and not to a particular
behavior. In art criticism, referring to the beauty of a painting is a way
of classifying that painting in order to distinguish it from others; it is
not a reference to an additional attribute of the painting itself that we
would call its beauty, harmony, balance, etc. In like manner, if we
appraise a certain behavior as wrong or unfair, we are using these
concepts for comparing that behavior to others, and not for specifying
a quality that is inherent in that behavior.

In a related way, it is important to recognize that there is no behavior,
per se, that is necessarily an unfair or wrong behavior. Just as the movie
critic talks about X behavior as dramatic, comic, or tragic, in doing this,
he is not referring to a particular behavior, but to behavior that
occurred under certain circumstances. Or, to take another example, in
playing bridge, a "brilliant" defensive strategy may involve the behavior
of leading a trump while on other occasions the same behavior might be
appraised as "stupid". Thus, to appraise any behavior is to look at what
else is going on at the time. Appreciation of this aspect of moral
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concepts helps to point out that competence at moral judgement is more
than learning to attach terms like right, wrong, fair, unfair, etc. to
specific behaviors. That is, a person must also understand the distinctive
use of the various moral concepts, which includes knowing the ways each
concept is related to others within that system of concepts.

To master the use of a system of ethical concepts requires that a
person be able to use them in some of the ways that reveal his
awareness of certain tautological relationships among these concepts.
For example, a competent bridge player knows the interrelationship
among the concepts "trump”, "suit”, and "bid", when he knows that in
order to play a trump, he must play the bid suit. This is to say that
without these related concepts, the concept of trumps would be
meaningless. Similarly, the concept "just” is meaningless without the
related concepts "right", "wrong", "fair", "obligation”, etc. Recognizing
that a person is unjust, in his dealings with X, is also to recognize that
he is wrong, unfair, neglecting an obligation, or violating X’s rights.

This does not necessarily mean that for a person to be competent, he
is required to know that the relationships among these concepts are
tautological. Instead, it is suggesting that the tautological connections
are an essential feature of knowing, understanding, and appreciating the
concept. To understand a concept is also to understand the related
concepts, and this understanding will be reflected in the person’s actual
use of the concepts. Thus, in assessing a person’s understanding of
concepts, certain behaviors will demonstrate his understanding of the
related concepts. For example, most persons would agree that a person
who plays a trump by randomly selecting cards from his hand does not
understand the concept of trumps. In this case, the person seems
unaware of the relationship between trumps and the bid suit. Likewise,
a person who does not recognize that unfair treatment of amother
person, e.g., cheating, is also wrong or bad, does not fully understand the
concepts of unfair, wrong, or bad.

Recognition of Instances

Instances where ethical concepts apply are found every day in a variety
of social practices. A person refines his ability to use ethical concepts
with practice in making and acting on decisions which hinge on these
distinctions. Thus, participation in social practices appears to be an
important factor in learning to recognize circumstances for which ethical
distinctions are relevant. Refinement in the use of ethical distinctions
will also be expressed in a person’s ability to recognize new or
unfamiliar exemplars of situations where ethical concepts apply.
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Extending the analogy between competence at playing bridge and
competence at moral criticism helps illustrate the use of ethical concepts
in this way. Merely knowing the concepts of hearts, diamonds, or trumps
and their interrelationships is not a sufficient condition for competence.
A person must also be able to recognize situations involving the use of
each of these concepts and know when they are appropriately employed.
If a bridge player did not recognize an opportunity to trump an
opponent’s trick, his competence at bridge playing would be seriously
questioned. Similarly, a moral critic must be able to recognize those
situations where a moral concept applies, i.e., if a person is unable to
recognize that breaking a promise is in general a case of wrongdoing, we
could certainly doubt his moral competence.

Reasoning

Sometimes the very nature of a subject matter invites differences in
judgement. Whenever we use an appraisal concept, we are using it in
only one of the variety of situations to which it applies. Also, we are
using it in a way that reflects the relative weights attached to those
circumstances which we have identified. In most situations involving
competence expressions, demonstrating a competence does not require
an ability to justify the use of relevant concepts. Typically, it is only
necessary to recognize the situation as one where the concept applies
and to act accordingly. For example, a tennis player expresses
competence at tennis when he recognizes an opponent’s drop shot and
rushes to the net to save his point. It would be unlikely that anyone
would challenge a description of the situation as a drop shot or as one
that called for a person to rush the net. However, when the competence
involves a form of appraisal, the situation can be somewhat different.

Descriptions of situations as ones where an appraisal concept applies,
as in moral criticism, require a person to use concepts that are
"essentially contested” (Gallie, 1955/1956). To appreciate the essentially
contested quality of critical concepts, Gallie lists certain characteristics
which apply to the use of these concepts. Three are particularly relevant
to this discussion: (1) these concepts are appraisative in the sense that
they signify some form of valued achievement; (2) this achievement can
be modified considerably in light of changing circumstances; and (3)
different persons or groups of persons may adhere to quite different
views regarding the correct use of these concepts.

Thus, understanding appraisal concepts necessitates using them to
signify value, and recognizing their application in a variety of situations.
At times, the various uses of these concepts by the same person or by
different persons may appear contradictory. In this event, it is up to the
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person using the concept to be able to modify the appraisal in light of
different circumstances or to justify the use of a concept according to
the circumstances that he considered relevant. It follows that one avenue
to evaluating a person’s mastery of the ethical perspective is to ask him
to justify his use of a particular concept in an appraisal, or in guiding a
behavioral choice which was based on that appraisal. Note that this is
not to say there is nothing but individual relativity in the use of
appraisal concepts. However, it does allow for the systematic variation
we often see in the use of these concepts.

Acting on the Basis of Ethical Concepts

Finally, for a person to be competent at moral criticism requires that
he also be able to act in ways other than merely verbal that give ethical
reasons appropriate priority. If the bridge player could recognize when
it was appropriate to play a trump, and could also provide adequate
justification for or against playing trumps at a particular time, but
continually failed to trump when given the opportunity, his partner
certainly would have reason to question his competence to play bridge.
In like manner, we would also question the moral competence of a
person who demonstrated verbal knowledge of ethical concepts, could
recognize moral situations, justify his use of the concepts in particular
appraisals, but failed to act in other ways that gave ethical reasons
appropriate priority.

A common problem among the various approaches to moral
development is the inability to resolve questions concerning the
relationship between the cognitive and the motivational aspects of moral
behavior. For years researchers have looked for specific empirical
evidence that would relate moral judgement to real-life behavior.
Usually, researchers in moral development have attempted to validate
certain cognitive aspects (e.g., stages of moral reasoning, conscience,
superego, etc.) by considering the performance of certain behaviors (e.g.,
resistance to temptation; indexes of guilt; sharing; or various other pro-
social behaviors) as caused by the various cognitive "structures”. Instead
of asking how thoughts, fantasies, and impulses get translated into
action, or how a person’s actions become translated into thought, it may
be more illuminating to contrast the concepts of "thought" and "action”
in a different (noncausal) way.

This conceptualization provides a response to that problem from a
different angle. For these purposes a review of the concept of appraisal
as elaborated by Ossorio (in this volume) is especially relevant.
Appraisal is a fundamental concept in Descriptive Psychology because



Moral Judgement 193

it is one of the essentials for human behavior. The familiar definition is:
"an appraisal is a description that tautologously carries motivational
significance” (1969/1978). As discussed in the preceding section, ethical
concepts are appraisative in the semse that they signify some form of
valued achievement.

As motivationally significant, the notion of appraisal includes a feature
of behavioral self-regulation, i.e., a first person reference. Appraisal
refers to the various ways persons specify their relationship to other
elements (e.g., persons, objectives, circumstances) of their world. In
effect, appraisals are evaluative, i.e., they are ways each person evaluates
these elements as they relate to him. Assigning value or appraisal is the
same thing as having reason to act. For example, if a person (X)
appraises a situation as one where he has an obligation to take care of
Y, then X recognizes that se has reason to act on Y’s behalf.

Since appraisals correspond to a person’s having his own reasons for
action, the use of concepts in appraisal is central to any discussion of
intentional action or rational behavior. Furthermore, understanding the
use of the ethical concepts (e.g., justice, duty, obligation, etc.) as
appraisals is particularly relevant for understanding this particular form
of rational behavior, i.e., ethical behavior.

In summary, for a person to be competent in moral judgement is for
him to master the various uses of the set of interrelated ethical
distinctions. Mastering the use of these distinctions implies being able
to use these concepts appropriately when the situation calls for it.
Opportunities to use these concepts are of three distinct kinds: (1)
situations where a person must recognize instances of behaviors where
the concept applies; (2) situations where a person must justify the use
of these concepts in a particular appraisal; and (3) situations where a
person acts on these concepts in ways other than verbal behaviors.

Two features of this paradigm case help clarify developmental aspects
of moral judgement. First, these four components of the paradigm case
of moral competence are like having a set of coordinates to use in the
assessment of a person’s development of competence as a moral critic
at any point in time. Secondly, this paradigm case of moral competence
provides an anchoring device that establishes an endpoint to the
developmental sequence under investigation. Having such an endpoint,
and a set of conceptual coordinates for moral development, allows us to
decide (a) how much of this particular competence a person has
mastered, (b) what sort of expertise or deficiencies a person has in this
domain, and (c) how one person compares to another in his ability to
make moral judgements and/or decisions.
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Implications

A child ideally develops from a position of completely depending upon
adults and the social environment to provide information on what forms
of behavior are ethically right or wrong, to the more independent
position of a rational person who is capable of using the ethical
perspective in making his own appraisals of right and wrong and acting
accordingly. Identifying the different forms of experience in a person’s
life which are conducive to the development of the four components of
moral competence is fundamental to our general understanding of moral
development.

It is not until a person has the competence to use ethical concepts as
appraisal that moral judgement can be distinguished from the rote
learning of various rules or principles. In responding to the
developmental question of how a person comes to use concepts as
appraisal, this formulation suggests that with participation in a range of
social practices, a person gets practice in acting on ethical distinctions.
As such, participation provides a paradigm case for what it takes to
develop an ability to use ethical concepts as appraisals rather than as
mere descriptions.

With developmental considerations in mind, certain features of this set
of four competences are worth noting. First, considering the variety of
experience and lifestyles to which different persons are exposed, there
are no obvious reasons to think that everyone would acquire these
competences in the same way. Secondly, there seems to be a certain
interactional relationship among these four components which facilitates
the over-all development of this particular competence. That is, it is
unlikely that a person completely masters one aspect (e.g., tautological
relationships) and then moves on to master another (e.g., recognition of
instances). On the contrary, it seems quite possible that any change in
one aspect will lead to changes in another. For example, a child may
accidentally do something which a parent identifies as right (or just, or
fair, etc.), and that experience may variously (a) enhance his concept of
"right”; (b) increase his repertoire of situations which he would
recognize in the future as "right"; and (c) increase the likelihood that he
will in the future perform that or a similar act again.

In conclusion, the framework for moral competence presented here
provides conceptual access to ways by which persons acquire an ethical
perspective. Using this formulation of moral development for empirical
investigations into ways by which children acquire moral competence
seems warranted for a variety of reasons: (a) The logic of acquiring
competence suggests the possibility of there being systematic differences
in competence acquisition. These differences are likely to be related to
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a number of individual differences, including age and experience. (b)
Because it seems unlikely that anyone would master this or any
competence all at once, it would be informative to identify some of the
various antecedents and sequences among the various ways that different
persons come to acquire the four competences involved in the skill. (c)
The formulation of moral competence presented here also suggests that
it is possible to encourage or facilitate the development of moral
competence by discerning some of the conditions (i.e., participation in
social practices) which provide a person with the opportunity and
experience to use that competence. (d) Because one person could vary
from any other person in these ways, it would add to our understanding
of the differences among people, and of an individual’s particular
developmental progress, if we could articulate moral development in
terms of the extent to which that person has demonstrated mastery in
the various aspects of moral competence expression, or in terms of their
opportunities to engage in the use of that competence.

ACKNOWLEDGMENTS

This paper is based on my doctoral dissertation. I would like to thank Peter G.
Ossorio for his guidance in the completion of the dissertation, for his patience as
a teacher, and for his development of Descriptive Psychology as a way to make
sense of the world. I would like to thank Mary Roberts whose support,
encouragement, and helpful comments made the completion of this paper
possible. I would also like to thank Betty Bellinger, Anthony Putman, Ray
Bergner, and Keith Davis for their helpful comments on earlier drafts of this
paper.
Address: 5305 Tabor Street, Arvada, Colorado, 80002.

REFERENCES

Aronfreed, J. (1968). Conduct and conscience: The socialization of internalized conirol over
behavior. New York: Academic Press.

Aronfreed, J. (1976). Moral development from the standpoint of a general psychological
theory. In T. Lickona (Ed.), Moral development and behavior: Theory, research, and
social issues. New York: Holt, Rinehart & Winston.

Bandura, A., & Walters, R. (1963). Social learning and personality development. New York:
Holt, Rinchart & Winston.

Berkowitz, L. (1964). Development of motives and values in the child. New York:
Macmillan.

Boehm, L. (1962). The development of conscience. Child Development, 33, 575-590.

Damon, W. (1978). The social world of the child. San Francisco: Josey-Bass.

Eysenck, H. J. (1976). The biology of morality. In T. Lickona (Ed.), Moral development
and behavior: Theory, research and social issues. New York: Holt, Rinehart & Winston.

Freud, S. (1938). An outline of psycheanalysis. Standard Edition, 23:144-207. London:
Hogarth.



196 SONJA BUNKE HOLT

Gallie, W.B. (1955/1956). Essentially contested concepts. Proceedings of the Aristotelian
Society, 56, 167-198.

Hoffman, M. L. (1977). Personality and social development. In Annual Review of
Psychology (pp. 295-321).

Holt, S. B. Appraisal and Competence in Moral Judgement and Behavior (Doctoral
Dissertation, University of Colorado, Boulder, 1980). Dissertation Absiracts International,
41, 1507B. (University Microfilms No. 80-21, 586)

Kanfer, F. H., & Phillips, J. S. (1970). Learning foundations of behavior therapy. New
York: Wiley.

Kohlberg, L. (1964). Development of moral character and ideology. In M. L. Hoffman
(Ed.), Review of child development research (Vol. 1). New York: Russell Sage.

Kohlberg, L. (1969). Stage and sequence: The cognitive-developmental approach to
socialization. In D. A. Goslin (Ed.), Handbook of socialization (pp. 347-380). Chicago:
Rand McNally.

Kohlberg, L. (1976). Moral stages and moralization: The cognitive-developmental
approach. In T. Lickona (Ed.), Moral development and behavior: Theary, research, and
social issues. New York: Holt, Rinehart & Winston.

Lickona, T. (Ed.). (1976). Moral development and behavior: Theory, research, and social
issues. New York: Holt, Rinehart & Winston.

Mischel, W., & Mischel, H. N. (1976). A cognitive social-learning approach to morality
and self regulation. In T. Lickona (Ed.), Moral development and behavior: Theory,
research and social issues. New York: Holt, Rinchart & Winston.

Murphy, A. E. (1964). The theory of practical reason. La Salle: Open Court.

Ossorio, P. G. (1966). Persons (LRI Report No. 3). Los Angeles and Boulder: Linguistic
Research Institute.

Ossorio, P. G. (1967/1981). Explanation, falsifiability, and rule-following. In K. E. Davis
(Ed.), Advances in Descriptive Psychology (Vol. 1, pp. 37-55). Greenwich, CT: JAI Press,
1981. (Originally published in 1967 as LRI Report No. 4c. Los Angeles and Boulder:
Linguistic Research Institute.)

Ossorio, P. G. (1969/1978). Meaning and symbolism (LRI Report No. 15). Whittier, CA
and Boulder: Linguistic Research Institute, 1978. (Originally published in 1969 as LRI
Report No. 10. Boulder: Linguistic Research Institute.)

Ossorio, P. G. (1970/1981). Outline of Descriptive Psychology for personality theory and
clinical applications. In K. E. Davis (Ed.), Advances in Descriptive Psychology (Vol. 1,
pp. 57-81). Greenwich, CT: JAI Press, 1981. (Originally published in 1970 as LRI
Report No. 4d. Whittier, CA and Boulder: Linguistic Research Institute.)

Ossorio, P. G. Clinical Topics: A Seminar in Descriptive Psychelogy (LRI Report No. 11).
Whittier, CA and Boulder, CO: Linguistic Research Institute, 1976.

Ossorio, P. G. (1971/1978). "What actually happens". Columbia, SC: University of South
Carolina Press, 1978. (Originally published in an earlier version in 1971 as LRI Report
No. 10a. Whittier, CA and Boulder: Linguistic Research Institute. Later listed as LRI
Report No. 20.)

Ossorio, P. G. (in this volume). Appraisal. In A. O. Putman & K. E. Davis (Eds.),
Advances in Descriptive Psychology (Vol. 5).

Peck, R. F., & Havinghurst, R. J. (1960). The psychology of character development. New
York: Wiley.

Piaget, J. (1965). The moral judgement of the child. New York: Free Press. (Originally
published 1932)

Sears, R. R., Maccoby, E., & Levin, H. (1957). Patterns of child rearing. New York:
Harper & Row.



Moral Judgement 197

Selman, R. L. (1976). Social-cognitive understanding: A guide to educational and clinical
practice. In T. Lickona (Ed.), Moral development and behavior: Theory, research, and
social issues. New York: Holt, Rinehart & Winston.

Whiting, J. W. M., & Child, L. L. (1953). Child training and personality: A cross-cultural
study. New Haven, Conn: Yale University Press.

Wittgenstein, L. (1922). Tractatus logico-philosophicus. London: Routledge & Kegan Paul.






SPIRITUALITY:
THE DESCRIPTIVE PSYCHOLOGY APPROACH

Mary McDermott Shideler

ABSTRACT

My reading in the domain of spirituality, and my acquaintance with people who have
embarked on that way of life, have persuaded me that contemporary spiritual practice
has far outstripped its conceptual basis. As a result, further spiritual development is
being curtailed, as the progress of astronomy was curtailed by Ptolemaic cosmology.
As a contribution toward remedying that deficiency, I present here a Descriptive
Psychology articulation of the spiritual domain, an exploration of how we know it,
and a discussion of some of the specific problems associated with the study of
spirituality and the life of the spirit.

This paper, which I hope will eventuate in a book, has a limited
purpose: to indicate the ground that I intend to cover in the longer
work, and to suggest the general direction that I plan to take. It will not
provide a detailed map of the territory. It contains, therefore, a good
many IOUs, and I say this without apology. It is that kind of paper—a
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general survey of problems in the context of Descriptive
Psychology—and not some other kind.

My investigations began with the conviction that the contemporary
practice of spirituality has far outstripped the conceptual articulation of
the domain itself, so that further development of both its theory and
practice is being curtailed very much as, once upon a time, the
development of astronomy was curtailed by Ptolemaic cosmology. To
illustrate: with very little effort except for the physical labor, my
collection of books on spirituality could be rearranged on their shelves
into two groups: the first, those which offer experiential access to the
domain of spirituality, and the second, those which offer formal access.!
Among the first—the experiential—would be classics such as Augustine’s
Confessions, The Cloud of Unknowing, and more general books such as
Rahula’s What the Buddha Taught, Shah’s The Way of the Sufi, Clasper’s
Eastern Paths and the Christian Way. These are written for "insiders",
that is, for those who have already tasted, if not drunk deep, of the wine
of spiritual living.

Experiential access, however, is closed to those who have not at least
started on that way, and many people either have not, or have at one
time begun and then dismissed the enterprise as at best irrelevant or at
worst pathological. If such "outsiders" are to approach this domain at all,
it must be by formal access, that is, by an explication which makes it
intelligible to persons who have not experienced a meeting with a
transcendent Other, or who have not been able to bring their experience
into coherence with the remainder of their lives.

The formal approaches that I am familiar with commonly take off from
a philosophical, theological, or psychological base which do make
spirituality more accessible, but often only to outsiders who are already
persuaded by those doctrines—for example, of process philosophy or
Jungian psychology. One who is not so persuaded, however, may very
well conclude that spirituality per se is indissolubly tied to that
particular philosophy or psychology; hence he may well be even less
inclined than before to investigate spiritual phenomena formally or
explore them experientially. Spirituality does have philosophical
implications and psychological and theological dimensions, but it is also
characterized by concepts and relationships that are peculiar to itself,
and thus are not accessible through any other discipline or domain.

I am embarking here on a pilot project to see if the conceptual
resources and methodology of Descriptive Psychology can give us a more
adequate approach to the domain of spirituality, specifically, a formal
access that will provide "everything needed for an explicit, systematic
delineation of [the] phenomenon in its various aspects” (Ossorio,
1981/1983, p. 14). The object of the enterprise is two-fold: to enable the
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"outsider” to understand what is going on in the spiritual domain, and
to provide for the "insider" a fresh approach to the domain, thus
opening the possibility of facilitating further developments in the
practice of the spiritual life.

As a preliminary, it may be necessary to make clear the distinction I
am making between spirituality and religion. The concept of religion
embraces institutions, doctrines, ethical prescriptions, social practices,
rituals, and so on, all of which are—in principle—informed by
spirituality. But spiritual living, although it is a social phenomenon, can
occur without being institutionalized, and without doctrines, ethical
codes, or rituals. Only rarely will religion enter into my discussion
except tangentially or by implication.

By "spirituality”, I mean paradigmatically a relationship which a human
person consciously enters into with an ultimate, transcendent Other, be
it a person or thing or state of affairs. The relationship may be taken to
be that of the finite with the infinite, the creature with the creator?, a
human child with a divine parent, the relative with the absolute, these
being only a few of the possible models. For convenience, I shall refer
to this person, thing, or state of affairs simply as the Other—capitalized.
It is to be understood as a place-holder concept, which can hold such
content as "God", or "the energy that pervades the universe", or "a state
of blessedness" or "nothingness", or a wide variety of other contents
which are likely to be specified differently by different traditions and,
within traditions, by different individuals.

First, I shall propose an articulation of the domain of spirituality,
using the method of parametric analysis. Second, I shall inquire into how
we know that domain, and third, I shall deal with a few of the specific
problems that arise in connection with the study of the life of the spirit.

My plan is to treat spirituality as a range of facts which in principle
is no more inaccessible than any other range of facts, e.g., scientific,
philosophical, psychological, or historical. Second, I am taking it that
fundamentally, what constitutes spirituality is not a special kind of
experience, "religious” or "mystical" or whatever, but a relationship
between persons and that which is transcendent. The experience of a
relationship is whatever it is: compare the experience of a relation
between friends, or between a teacher and a student. The spiritual
relationship is between individual persons or a group of persons and
some transcendent person or thing, or some state of affairs, and how
that relationship is experienced is not definitive.
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I

In order to keep my presentation to a tolerable length, I shall merely
summarize two general topics that are fundamental in Descriptive
Psychology. The first, comprising a parametric analysis of the domain of
spirituality, is based primarily on material that is easily available, notably
the transcript of Peter Ossorio’s seminar Positive Health and
Transcendental Theories (Ossotio, 1977), and his lecture "Religion
without Doctrine" (1978). In them, he specifies three parameters which,
when the domain in question is the real world ("the state of affairs that
includes all other states of affairs"), are called the "transcendental
concepts": totality, ultimacy, and boundary condition. To these I have
added three which are peculiar to the domain of spirituality:
transcendence, eternity, and holiness.

This articulation of the domain of spirituality can be compared with
a coordinate system. A logically adequate coordinate system will provide
formal access to all the possibilities for the territory in question, and
will provide all the essential dimensions and none that are non-essential.
What we have here is a logical structure which is a kind of coordinate
system, with the six parameters as the six coordinates of the system,
thereby allowing places for such logical possibilities as the transcendent,
eternity, and other aspects of spirituality. Using it, we can investigate the
possible facts inherent within the domain without being committed to
whether any of them actually exists. Once we see what the possible facts
are, we are in a position to decide what are the actual facts. This is of
considerable practical, as well as theoretical, importance because
apparently many people reject spirituality as a fact because they do not
understand how it is possible in principle.

We can use this logical structure to differentiate spirituality from
other domains, and at least provisionally, to differentiate complete and
mature forms from incomplete, deficient, and defective forms. For
example, a form which rules out the parameter of transcendence or
holiness in advance is deficient in that respect because it eliminates the
possibility in principle, thereby denying us the opportunity even 1o
examine the idea. One which substitutes an infinite extension in time
and space for eternity is also formally defective, and so is one that
identifies mundane achievement with ultimate significance.

To suggest only two of the very practical applications of this approach:
first, here we have guidelines for assessing whether a phenomenon such
as a distress is, on the one hand, basically spiritual or with spiritual
implications for the sufferer (ourselves or another), or on the other
hand, whether it is basically a philosophical, psychological, physical, or
other malaise. Second, when it is spiritual, in principle we can specify
with considerable precision which concept the defect or deficiency is
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related to. Is the person living in a narrow and cramped world, a tiny
totality that excludes—let us say—any recognition of the transcendent?
Or is he determined to stay immersed in immediacies, and is not willing
to press on toward an ultimate? Or is he tormented by the conviction
that his mundane life is meaningless, and has never conceived of the
possibility of its having an eternal significance? Or is he haunted by a
meeting with the Other but has no framework to relate that experience
to, no knowledge of others’ experiences, and no idea what to do—if
anything—about his? Are diverse traditions such as the Judeo-Christian,
the Buddhist, the Islamic, the Hindu, the primitive, all really saying the
same thing, as many people contend? This way of articulating the
spiritual domain—not simply as presented in this paper but developed
in more detail—can provide us with a way of making comparisons that
are as neutral, objective, and without prejudice as is possible. And we
can generate descriptions of different forms of spirituality by identifying
the values that each assigns to these concepts. The coordinate system
does not answer these questions. It does remind us that there are such
questions, and it may help us to answer them.

II

If we take it to be the case that spirituality is constituted by a
relationship with a transcendent Other person, thing, or state of affairs,
the question inevitably arises, "How do we know that Other?”

Let us begin by taking a step back. Given the nature of the
relationship, whether we take our model to be that of the infinite with
the finite, the absolute with the contingent, the creator with its creature,
a divine parent with a human child, or whatever, apparently there are
some people for whom a relationship with a transcendent Other would
be difficult if not impossible to establish under normal circumstances.
For example, if, as I have proposed elsewhere (Shideler, 1985)—
following numerous authorities—an elemental response to meeting the
Other is wonder, then someone who for whatever reason is immune to
wonder will be handicapped in knowing the Other. Possibly such persons
are natively deficient, as some people are born blind or color-blind, or
deaf or tone-deaf. Or they may merely be conceptually undeveloped.
Children, for example, can have an experience of the holy but not know
what it is, and therefore dismiss it. Any of us, at any age, may have been
told so often and so emphatically that anything pertaining to the
spiritual is illusory or stupid or childish or pathological or impossible or
unscientific that we have sealed ourselves against even conceptualizing
it. Then there are those who have been frightened or repelled by an
early meeting with the Other, as well as those who are so immersed in
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the mundane that they are indifferent to anything beyond it. And, of
course, we find those who have so often seen hypocrisy, power-plays, and
apathy presenting themselves as "spiritual” that they regard all so-called
spirituality as fraudulent. And let us not forget certain ones who, having
translated spiritual concepts into those of philosophy or psychology,
conclude that nothing remains that can properly be designated as
"spiritual” (cf. Bridgman, 1938, pp. 269-270).

There remains an immense number of people in every historical period
and every human culture for whom their relationship with the Other has
been meaningful, and often that which gave their life its meaning. They
know the Other. How do they know it?

Again to take a step back: how do we know the mundane world?
Remember Maxims 6 and 7: "A person acquires facts about the world
primarily by observation, and secondarily by thought”, and "A person
acquires concepts and skills by practice and experience in some of the
social practices which involve the use of the concept or the exercise of
the skill" (Ossorio, 1969/1981, pp. 32-33).

We observe that this cup has a given shape and size and color, that it
clicks when we set it in its saucer, that it contains lukewarm, sweetened
tea. We find that outside, the wind is howling and the clouds are
threatening. Likewise, there are moments when we find that we are in
the presence of something utterly Other than ourselves, ultimate,
transcendent, timeless, holy. We may or may not see, hear, touch, smell,
taste anything extraordinary. We may or may not identify it as a person,
a thing, a state of affairs. What we do have is experiential knowledge
that a transcendent Other is there, or here. This awareness is one of the
fairly common ways that people know the Other. It can be compared
with other fairly common experiences, like being aware that somebody
across the room is watching us, or that another person is in the house
although we do not see him or hear his movements. We may not be able
to demonstrate conclusively to anyone else that our experience is
veridical. But for that matter, neither can we demonstrate conclusively
that the objects across the room are a chess-board and chess pieces, and
that the persons manipulating those pieces are playing chess.

Another parallel comes from our perception of something as beautiful.
1 shall not repeat here C. S. Lewis’s masterly argument, in The Abolition
of Man (1947), against the thesis that in such cases we are not
perceiving, but merely projecting our own reactions upon that to which
we are attributing beauty or Otherness or holiness or whatever. Or to
take yet another example, we may perceive—as Dante did—that a young
woman walking down the street is transparent to the Other: she is at
once wholly herself and the means by which the Other reveals itself. We
may meet the Other in a hospital room, a cathedral, a bar, or through
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a person, a thing, a conjoining of ideas, a strain of music. Still another
way is in a dream or what we attribute to a dreaming state, as Jacob’s
dream of the ladder. And the meeting may be sudden and decisive, or a
slowly developing awareness, or so much a part of our whole life that we
take it for granted.

The circumstances of the meeting are too various to catalogue. The
fact that a meeting has taken or is taking place is undeniable. But what
is being met? A figment of the imagination? A hitherto unconscious
aspect of ourselves? A projection of our desires or fears? An
extrapolation from our mundane experience? A fantasy? As an
alternative to these and numerous other ingenious philosophical and
psychological explanations, let us recall Maxim 1: "A person takes it that
things are as they seem unless he has reason to think otherwise”
(Ossorio, 1969/1981, pp. 28-29). And what does seem to be the case is
that the meeting with the Other, and the consequent participation in a
relationship with it, is a meeting and relationship with something that
is as real as the objects, processes, events, and states of affairs that we
meet in our everyday, mundane going to and fro in the earth, in that like
them, it imposes reality constraints on our behavior. We cannot—at least
in the long run, and usually not in the short run—order it or them
around. You may remember the aphorism, "The mark of the real is that
it resists our will."

The knowledge that we have been considering up to this point is of
ultimate significance, goodness, holiness, fulfillment, order and meaning.
Less often recorded is the knowledge of its opposite, of ultimate
meaninglessness, evil, depravity, destruction, uncleanness, symbolized in
one tradition by the head of Medusa which blasts whoever looks at it,
and in another by the presence of Satan, whom only to see face to face
is everlasting torment. This also is spiritual knowledge, that is, of
ultimates, totalities, boundary conditions, and of the transcendent,
timeless, and unholy. There is a widespread belief that all spiritual
knowledge—and for that matter, all spiritual living—is intrinsically
uplifting, but history attests that this is not the case.

In brief, what the spiritual person knows is, fundamentally, all things
under the aspect of eternity. Whatever else he knows in the domain of
spirit is secondary and, in all likelihood, a reflection of his religious
heritage and commitment, and therefore needs to be examined
separately, in a study other than this one.

111

Let us turn now to more specific problems within the domain of
spirituality, to see if through Descriptive Psychology we can achieve
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formal access to them. The first that I shall reflect upon here is the
concept of "the will", which has reference far beyond the spiritual life.
I include it because of its importance in spiritual writings, and because
as far as 1 know, there has been no analysis of it yet in Descriptive
Psychology. Second, I shall inquire into the teaching common to a great
many religious traditions, that one must die to the world, and deny one’s
very self, in order to live spiritually. Third, I shall point out a few of the
dangers which especially threaten the person who embarks upon the life
of the spirit.

In my reading on spirituality, no terms have been more difficult for me
than "the will" and "will power". It is usually clear what phenomena they
are referring to, but the terminology reflects a faculty psychology that 1
am uncomfortable with, not least because the admonition "strengthen
your will" has never made much sense to me. It sounds too much like
the exhortation to strengthen a particular muscle by exercising it, but I
could never locate a will or identify what exercises would be effective.
So let us re-examine the phenomena to which "the will" refers, taking as
our paradigm case a situation that is simple and familiar. We recognize
that we ought to do something; we do not want to do it; yet we do it
anyway. In the paradigm case, we have strong reasons to do what we
ought to do, but our reasons for not wanting to do it are also very
strong. When we do it anyway, in the old language we "exercise our will".
In Descriptive Psychology language, we give one motivation priority over
other, conflicting motivations, when our reasons for doing what we do
not want to do are even stronger than our reasons for doing what we do
want to do.

Our reasons for doing what we ought to do may be reinforced by what
we might call "second-order reasonms”, such as our having promised
someone that we would do this. And there may be a further
reinforcement: "I’m not the kind of person who allows his pleasure (or
self-interest or whatever) to interfere with doing his duty". In such
second-order reasons, our self-concept is involved, what in earlier times
was called our honor. Variants on second-order reasons are—among
others—our promises to ourselves, and vows (here "promises” is too light
a word) to a transcendent Other. Any of these can be essential
ingredients in episodes of doing what we do not want to do.

Conversely, there are the equally familiar times when we are doing
what we want very much to do, and persist in spite of serious
obstacles—frustrations of our efforts, temptations to deviate,
disparagement from our associates, illness or weariness. Again we have
a motivational conflict, and again the struggle may be sharp. We ask
ourselves, "Do 1 really want to do this? .. . Should I want to do this? . . .
Is it worth the hassle? . . ." Sometimes we decide that it is; sometimes



Spirituality 207

we decide that it is not. Either way, we organize our priorities. And this
kind of persistence in the face of obstacles is one of the important
aspects of what we mean when we talk of determination or "will power".

Lest we fall into the trap of over-simplification, we need to remember
that only rarely do we face a situation where the strongest motivation
straightforwardly wins out. Sets of motivations—motivational
structures—are too complex to admit of so simple a solution. Our
"wants" and "oughts" are not discrete like beads on a string; they are
interrelated like the elements in a work of art. And, as in creating a
work of art, there are no rules for ensuring that we shall do it right, that
is, that we shall achieve an organization of our motivational priorities
that is right for us in our circumstances. What we have instead are
guidelines to help us avoid going wrong, or to suggest how to correct
what has already gone wrong. Characteristically, these guidelines take
the form of double negatives, and here I shall limit myself to one
example.

When we say of a person that he has "a strong will" or "great will
power", part of what we mean is that he is not fragmented, cleaving to
mutually contradictory values or pursuing mutually exclusive ends.
Whatever he wants, knows, and does is held together without internal
dissension or behavioral incongruity. He adheres in his personal life to
the traditional directive, "A place for everything and everything in its
place". This does not, or should not, imply a kind of tunnel vision or a
narrowing of interests. Some of the officially canonized saints, and a
great many of the uncanonized (Blaise Pascal and Dag Hammarskjold
come immediately to mind), have had very wide-ranging intellectual and
social interests, and have engaged in a variety of very practical pursuits,
but ultimately, all these were systematically related to each other by
being related to the one thing. Wide-ranging though these persons were
in what they knew, wanted, and did, yet they were not fragmented.
Everything they knew, wanted, and did was integrated by being
understood as sub specie aeternitatis, that is, as related to the
transcendent Other, and if not as implementing that relationship, then
certainly as not antagonistic to it.

Not to be fragmented involves almost always, some degree of
simplification, the stripping away of what is irrelevant and constraining,
as you or I might free ourselves from restrictive clothing when we want
to swim or run. Often this is subsumed under the heading of asceticism,
a subject on which we shall do well to listen to G. K. Chesterton:

Asceticism, in the religious sense, is the repudiation of the great mass of human joys
because of the supreme joyfulness of the one joy, the religious joy. But asceticism is
not in the least confined to religious asceticism: there is scientific asceticism which
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asserts that truth is alone satisfying: there is aesthetic asceticism which asserts that
art is alone satisfying: there is amatory asceticism which asserts that love is alone
satisfying. There is even epicurean asceticism, which asserts that beer and skittles are
alone satisfying . . . [Omar Khayyam] makes a list of things and says that he wants
no more; the same thing was done by a medieval monk. (Chesterton, 1921, pp. 59-60)

IV

Two kinds of simplification are of special importance for spirituality:
renouncing the world, and renouncing the self. We see them displayed
most clearly in those who have entered the monastic or the eremitical
way of life, but they are not by any means limited to such persons. One
can forsake the world while still living and being very active in it. For
an explanation of this seeming contradiction, let us turn to the
Justification Ladder:

Perspective, Competence

Principle
Theory
Custom

Judgement

It seems to be characteristic of people who are deeply spiritual that
their reasons for doing whatever they do—and reasons are potentially
justifications—are in general referred not to custom, theory, or principle,
but to the perspective that corresponds to the domain of spirituality, and
to the ethical and esthetic perspectives. In contrast, many of the
religiously-oriented tend to appeal to customs such as traditional ways
of performing rituals and organizing institutions, to theories such as how
to instill those traditions into children, and to principles such as are
embodied in theological and ethical doctrines.

Because the mundane world has a place within the domain of
transcendence, there need be no fundamental fragmentation involved in
combining a spiritual way of life with mundane activities, any more than
there would be in combining an overriding commitment to a vocation of
scholarship or business with an avocation of playing golf or
embroidering. Each domain has its own integrity which we cannot violate
and still function well within it. What is at stake here, however, is not
what goes on within the domains themselves, but the relationships of
those domains with each other.

Thus the spiritual person who is active in the "marketplace” of
mundane work does not violate the methods and standards of that work
as long as he is engaged in it. Charles Morgan suggests an illuminating
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parallel: "When we play a game, we love to win and hate to lose; we
don’t stand aside in cold indifference but struggle passionately with every
energy of body and mind; yet the struggle is unreal; another and deeper
life continues independently of the game, and survives it and is not
affected by it" (Morgan, 1932, pp. 334-335). Abraham Heschel puts it in
another way: "to work with things of space but to be in love with
eternity" (1963, p. 48). Teresa of Avila, one of the greatest of mystics,
was also an able administrator and astute politician, performing those
functions according to the received secular rules. Dag Hammarskjold was
probably the most effective Secretary-General that the United Nations
has ever had.

Our self-concept is the summary formulation of our status, our place
in the world. Renouncing the mundane world, we no longer have our
primary place there, and thereby we renounce—forsake—deny—the
selves that we have hitherto been. When we do so as a condition for
living spiritually, we achieve a new status within the domain of
transcendence, and thereby a new self. If this seems remote or obscure,
we can look to what happens in purely mundane circumstances when,
instead of our renouncing the world, it renounces us, so to speak. A
radical change takes place in our world, such as the death of someone
close and dear to us, so that the world itself is not what it was, and
consequently our place cannot be what it had been. We suffer what is
often called a "little death”, and must to that degree be "born again" into
a new status. Living in a new world compels us to be new persons. Much
more, the change from a mundane to a transcendent orientation compels
us to die and be reborn.

"Dying to oneself” has sometimes been interpreted as the kind of self-
abnegation that "consists in thinking oneself a worm" (Williams, 1958,
p- xliv), or alternatively, as subservience to someone else’s
demands—becoming what one of my friends calls "an early Christian
doormat". According to my observation, however, neither of these is
viable, much less commendable. As Dorothy L. Sayers justly says, "To
subdue one’s self to one’s own ends might be dangerous, but to subdue
one’s self to other people’s ends was dust and ashes” (Sayers, 1936/1960,
p. 428). This last is another sort of thing altogether, impelled by social,
religious, ethical, or other reasons which may not (and often, I suspect,
do not) have any transcendent reference at all. How do we distinguish
between these two kinds of self-loss? In the same way that we recognize
in ourselves and others the difference between forced servitude and
gracious, loving service.
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The dangers inherent in spirituality follow from the very nature of the
spiritual life. Thus the appeal of the spiritual person directly to
perspectives, skipping the lower rungs of the justification ladder, can
explain his readiness to depart from custom and so on, and to ignore or
reject commonly accepted ethical rules or precepts. What some spiritual
persons have instead is an ethical sensitivity that may lead them to break
new cthical ground—e.g., to see that slavery is wrong, or that lepers
should be cared for instead of ostracized, or, remembering the dark
forms of spirituality, that the unorthodox, instead of merely being cast
out of the community, should be tortured until they recant or die. Very
frequently, however, such an appeal to perspectives (e.g., to "the will of
God") leads spirituals into trouble with those religious and secular
authorities who hold to custom, theory, or principle, or to one of the
other perspectives. History is replete with instances of their battles and
sometimes burnings.

Not infrequently, spiritual persons run into another kind of danger.
For the most part, the adoring disciples of advanced spirituals are not
competent to encourage wisely, any more than their detractors are
competent to diagnose and prescribe accurately. Therefore the great
spirituals tend to be isolated from their peers, which is dangerous.
Teresa of Avila and John of the Cross had each other, and Evelyn
Underhill and Baron von Hiigel were close friends for many years, but
I know of few other instances where notable spirituals had the ongoing
companionship of people who were equally competent spiritually. And
both Teresa and John were nearly hamstrung by spiritual directors of
less spiritual competence than they.

Farther down the scale of spiritual development are the myriads who,
lacking or refusing direction, descend into abysmal aberrations "under
the guidance of the spirit". Indeed they may be under the guidance of a
spirit, but being unskilled in the discernment of spirits, they can easily
fall victim to a spirit of confusion or destructiveness or evil. An
interesting parallel can be drawn with the adolescent-type rebellion
against customs, theories, and principles, and the elevation of self-
interest or pleasure, narrowly conceived, into the primary reason for
choosing any behavior.

Apart from peer isolation, the greatest dangers for the spiritual are
likely to result from corruptions of his relationship with the Other. All
those which I shall mention here—and I can do no more than mention
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Merely to have a clear relationship with the Other can generate pride,
or to use the Greek term which is more precise, hubris, as on the
mundane level, a person can puff himself up for being the friend of
some famous person. Special forms of this are the holier-than-thou
syndrome, and the conviction that having such a status gives one special
privileges.

Hubris can lead further. It can result in the claim to be exempt from
the social and ethical restrictions under which "ordinary" people live. A
prime example comes from the history of sorcery. For an easily available
and frighteningly vivid portrait of such a person, see Simon the Clerk in
Charles Williams® Al Hallows’ Eve, or Sir Giles Tumulty in War in
Heaven and Many Dimensions.

Conversely, persons can end up being—in the old phrase—"devoured
by the god", absorbed into the Other until they become all but incapable
of choice. They are less than servants or slaves, merely automatons or
perfervidly fanatic.

Other dangers arise from mistaking the nature of the relationship. We
take it to be cozily friend to friend, or helpfully parent to child, or
benignly ruler to subject, then discover that it is instead—for example—
Creator to creature, or Infinite to finite, or Absolute to relative:
between us is an awful and awe-filled distance. The Other cannot be
confined within the categories of our human relationships, and we bring
It or Him or Her or They down to our level at the risk of destroying the
relationship. Remember the Relationship Change Formula: "If the
behavior of X vis-a-vis Y is not an expression of the relationship which
holds between them, then that relationship changes in the direction of
one for which the behavior that did occur would have been an
expression” (Ossorio, 1970/1981, p. 71). Moreover, if we take the
relationship to be merely an enhanced form of our human relationships,
we are likely to be thrown off our course, if not shattered, when we
discover that it does not conform to our expectations—and almost
certainly it will not: "My ways are not your ways, saith the Lord."

The last danger that I shall mention here is that once the relationship
with the Other has been established to a certain, if indefinable, degree,
one cannot with impunity withdraw from it. Why this condition obtains,
I do not know, but it seems to be inherent in the nature of the
transcendent Other. I do not say that it is impossible to withdraw, only
that apparently we cannot turn back from life in the spirit to a purely
mundane life without paying a price that is higher than for abrogating
purely human relationships, or for—let us say—going back to our state
before we were able to read.



212 MARY McDERMOTT SHIDELER

Each of these dangers can be matched with a holy achievement that
looks very much like it. The spiritually-grounded person may have a
confidence that can be mistaken for pride. He may indeed be called by
the Other to perform a certain task, and by virtue of that be endowed
with special powers, and with a special authority over those who would
deter him. Or he may obey the Other so closely and sensitively that he
seems almost a robot although he is not. And so on down the line.

How can we tell whether another person—or we ourselves—are on the
path toward sanctity or the diabolic? We cannot—infallibly. We have a
few guidelines but that is all. "By their fruits ye shall know them" is one,
but the tree may not bear its fruit—good or evil—for generations. Or to
give a trivial illustration, the quality of the fruit may be appraised by
persons who judge an orange by the criteria for an apricot. Another
guideline is whether the life and teaching of the spiritual person has,
recognizably, a place within some culture and tradition. The radically
idiosyncratic is always suspect because it is not subject to the discipline
of a community or tradition. And I say "has a place within", not "in
agreement with", deliberately. Teresa could and did defend her position
by citing Scripture and the Christian tradition, although she interpreted
them in some ways that were alien to her time and place, and were
considered obnoxious by certain of her contemporaries to the point
where she was accused of heresy. She is now, by papal decree, a "Doctor
of the Church”. Judgement by the person’s peers would be desirable, and
probably as close to guaranteeing a correct appraisal as we could get,
but where are the peers? How do we who are not spiritual geniuses
appraise a genius, or even determine who would be competent to judge
whether he is indeed a genius or merely a crackpot?

Yet judge we must, if we are not to follow blindly whichever among
them shouts the loudest, or if we are not to dash frantically from one to
another of the self-styled prophets. With intelligence, common sense, a
critical but not cynical attitude, and patience not to be hasty in our
judgements either pro or con, we cannot guarantee accurate descriptions
and appraisals, but we are less likely to fall into grave errors than if we
neglect those disciplines.
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NOTES

1. On the other side of the room are books not having to do with spirituality as such,
but which offer what I call "imaginative access", principally novels, stories, and poems that
evoke a sense of "Otherness". They contribute toward preparing us to become open to the
Other, and to recognize it, by making us aware of the possibility of an Other without
requiring us to commit ourselves to its being a fact. For many children, the first
awakening to such concepts comes through fairy tales, or books like C. S. Lewis’ Narnia
series. For adults, it may be fantasy literature such as J. R. R. Tolkien’s The Lord of the
Rings, or science fiction, or movies like E.7., and Srar Wars and its successors, or
theological thrillers such as the novels of Charles Williams.

2. On the relation of the human creator of art to his human creation, and of the light
which that throws on the relation of the divine creator to the human creature, and vice
versa, see Dorothy L. Sayers, The Mind of the Maker.
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One major problem with theories of androgyny as alternatives to traditional sex role
approaches is that androgyny is still defined in terms of traditional sex role
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distinctions between the concepts of status and role are discussed, and a
reformulation of the concept of sex role as part of the more comprehensive concept
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importance of distinguishing between the Significance and Performance parameters
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The concept of "traditional sex roles” and related research has been
useful in understanding how a large number of people actually treat
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gender differences in our society (Ruble, Frieze, & Parsons, 1976). But
what of the people who do not use traditional sex role expectations as
a cognitive template for interpersonal and social behavior? The concept
of "androgyny" has been developed as one way of describing non-sex-
typed behavior (Bem, 1974, 1977) and has advanced thinking in this area
in a number of respects (Spence & Helmreich, 1978). However, there are
several drawbacks to the concept and related operationalizations that
limit its usefulness.

One major problem that Sandra Bem (1981) has raised is that
androgyny is still defined in traditional sex role terms. What is needed
is a conceptual reformulation that accounts for both sex-typed and non-
sex-typed behavior rather than attempting to describe non-sex-typed
behavior exclusively in sex-typed language.

Another problem is that current measures of androgyny are fairly
obvious (face-valid) for many college students nowadays. There is a
growing tendency for students to give lip-service to egalitarian ideas
(Helmreich, Spence, & Gibson, 1982) and to avoid appearing to be too
sex-typed in their responses to the tests. This has resulted in a growing
percentage of students who rate all characteristics on the tests (M and
F) as highly characteristic of themselves.

To meet the need for a conceptual reformulation we will present a
distinction between status and role based on the conceptual resources of
Descriptive Psychology (Ossorio, 1981). The distinction is presented at
some length by Sapin (1979) and Roberts (1982) and is briefly
summarized by Forward (1983). The following formulation provides for
a more comprehensive account of sex differences in behavior than that
provided by conventional sex role theories. The Descriptive
Psychological concept of status permits more distinctions and
discriminations to be made about actual behavior than the role concept
as conventionally defined. In this formulation, the term "sex role" will
carry its conventional definition as; "a set of culturally (group)
prescribed or scripted gender-related behaviors”, to clearly distinguish it
from some uses of role that are close to the concept of status as used
here.

The first section below will elaborate upon some important
distinctions between the concepts of status and role. The next section
will then consider relationships between the concepts of status and role
since they are not mutually exclusive but are part-whole relationships.
The third section will apply the formulation specifically to current sex
role theories and to contemporary research and/or thinking about sex
differences in behavior. The final section will summarize some
preliminary research.
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DISTINCTIONS BETWEEN STATUS AND ROLE

Status assignments and negotiations involve choosing among potentially
appropriate behaviors to exemplify a given significance, whereas
conventional role scripts preclude choice. We frequently use the word
"role" when we are talking about plays. Since some elements of plays are
characters, roles, and plot, we will use the relationships between those
elements to elaborate on the description of roles. We will begin with the
concepts of character and role. A character in a play has a role to enact.
The actions of a character are all meaningful with respect to a specific
act and the plot. When a role is defined for a character, specific actions
pertaining to the real life activities in which that sort of character would
participate are selected for the character in the play to perform in his
or her role. For example, a character in the role of a mother might be
shown in activities with her children. In the play, as contrasted with real
life, the specific activities are already selected by the author from the
very large set of possible activities a mother may engage in with her
children.

The real world (which includes the dramaturgical world) has many
more distinctions to be made about people than a play can make about
characters. Thus, an analysis of roles in the dramaturgical world alone
will not give us a comprehensive description of what people do in the
real world although it can serve as a useful illustration of some aspects.
The main reason there are more distinctions to be made in the real
world is that we are all involved in the real world as actors,
paradigmatically choosing among alternative behavioral options on the
basis of reasons (Ossorio, 1985). In contrast to the real world, the actors
are working from a script and can’t choose their behaviors from among
the options which would be present in a real life situation corresponding
to the situation portrayed in the play. In real life, we don’t have that
sort of predetermined script. Of course actors have some influence on
their roles as they can choose how to enact the written lines to produce
a given effect, but ultimately they must adhere to the script.

Just as the dramaturgical use of the concept of role is useful for
understanding some uses and limitations of the psychological terms "sex
role” or "sex scripted behavior", the concept of character in a play is a
starting point for elaborating the concept of status. Assigning a status or
enacting a status can be compared to being a particular character in a play
for which no script has yet been written. This is sometimes done in
"freeplay” or practice where an actor is assigned a character and asked
to engage in the kinds of behavior that specific character would do. The
actor will then choose various options and versions of behavior
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appropriate for that kind of character, much as we all do in everyday
life.

The distinction in Descriptive Psychology between the Performance
and Significance parameters of behavior is useful for an elaboration of
choice of behavior options (Ossorio, 1981, Silva, 1983). Performance is
the observable activity as given in the second half of the observation
that: "It was his turn to cook the dinner and he burnt it to a crisp.”" The
Significance of this performance (or any other isolated performance
description) is not immediately clear since there are many possibilities.
Technically, the Significance is given by the more comprehensive
behavior description that the dinner-crisping performance may exemplify.
For example, the cook may claim it was an accident and assign himself
the status of careless or unmindful person. On the other hand, his
spouse may assign the cook the status of hostile person who burnt the
dinner to punish her for spending too much money. There ar¢ many
more possible significances and corresponding statuses that might be
either claimed or assigned for this performance, and given the
differences stated in this case, a lot of status negotiation could be done.
A possible accommodation might be for him to re-describe the
significance as a case of motivated clumsiness and for her to re-describe
it as a clumsy attempt at revenge. After all, he has to eat it too.

In contrast to status accounts, sex role theories attempt to directly tie
performances to prescribed significances without any intervening
negotiation among the parties involved as to the significance of the
performance or the status claims/assignments involved. In traditional sex
role theories, a male’s burning the dinner is to be expected since
domestic cooking is automatically assigned a feminine significance and
any red-blooded male would not be caught dead engaging in such
activities. Conversely, a female who burnt the dinner would
automatically be assigned the status of incompetent wife, lover, or
mother and would be dealt with accordingly. After all, domestic cooking
is taken conventionally to exemplify female nurturant activity.

In sum, status accounts treat status claims and assignments for
particular performances as choices that participants make about the
significance of the performances and corresponding statuses. The choice
may be among different significances for the same performance (as in
the case above) or for different ways to act on or exemplify the same or
shared significance. Role accounts preclude the aspects of choice and
negotiation in behavior by assuming a one-to-one correspondence
between particular performances and given significances or statuses.

In actual social intercourse, status negotiations and sex role ascriptions
can be contrasted in terms of behavior potential. In this formulation, as
in many others, sex roles are treated as specific, concrete characteristics
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and expectations that are routinely ascribed to a person solely on the
basis of gender. As such, sex roles are highly restrictive of behavior
potential in that they ignore the actual characteristics of people, the
significance of their behavior and the circumstances or context of their
behavior. In Descriptive Psychology, personal status is a summary term
for a person’s place or standing within one relationship or a whole set
of relationships. In these relationships, people assign each other (and
negotiate) statuses with respect to: (a) what kind of people they are, (b)
what that kind of person can be expected to do, and (¢) how they are to
be treated in everyday interactions. To the extent that status assignments
are made taking into account the actual characteristics and competencies
of the person and the actual circumstances involved, then behavior
potential is maximized in the relationship, group, or community. In sum,
conventional sex roles limit choice and restrict a person’s behavior
potential, whereas status negotiation requires choice and negotiation
among behavior standards and options and can therefore increase
behavior potential.

Status descriptions can be applied to any kind of relationship between
people. Role descriptions cannot. For example, it makes some sense to
speak of the role of a mother or parent. There are some conventional
behaviors (e.g., feeding children, dressing them, etc.) which are generally
an accepted part of being a parent and can be described as the role of
the parent. There are also, however, many things a parent could do,
which are not conventional parenting behaviors (e.g., breaking down
barricades), but one could say, "under these circumstances, it makes
sense for a parent to do that". A lot of what parents do is describable in
conventional role terms even though such descriptions may miss much
of the subtleties.

Some social statuses do nor carry with them roles in terms of
conventional behaviors that one is expected to perform. In the case of
"a friend", some behaviors will be fitting while others will not, depending
on the kinds of people involved and the nature of the friendships.
Therefore, instead of talking about the role of a friend in terms of
conventional behaviors one must perform (which would be impossible
to do sensibly) we talk about the experience of being a friend. Similarly,
we can talk about the status of being a friend although there is no one
distinctive set of acts to define this status. Friendship is a type of
relationship, not a set of prescribed behaviors (Roberts, 1982).

A person who attempts to assign specific roles to friends will soon
discover that this behavior is likely to be taken as a violation of the
status of friendship. This may account for a common observation among
young women that it is easy to find "dates” among men they know but
hard to find friends. Dating behavior is most often defined by
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conventional sex roles and is easier to enact for young men who are
uncertain as to how to treat young women or who simply have "one
track minds".

Since any relationship can be described in terms of status but not
conventional roles, and since some statuses include roles but not vice-
versa, status descriptions are more comprehensive accounts of behavior
than role descriptions.

The distinction between status and role corresponds to the distinction
between being and doing. The contrast between status and role
corresponds roughly to the contrast between who you are and what you
do. To separate who you are from what you do, we must talk about how
and why people do what they do. In a status formulation, a person is
described paradigmatically as acting deliberately on his/her observations,
reasons and judgements about his/her and others’ behavior. Although we
have been talking mostly about behavioral performances, in one sense
status is entirely independent of behavioral performances in that status
assignments have the character of appraisals or decisions (e.g., choice of
significance and status) and are not mere observations or descriptions
of some "external”, "objective" reality.

The appropriateness of a given behavior and even which behavior it is
depends on the status of who does it. For example, when a minister says,
"I now pronounce you husband and wife", what he does is a different
behavior (has a different significance, is given a different status) than if
the man off the streets does it. Similarly the locution, "I love you", takes
on different significances depending on the status of the speaker, e.g.,
your lover or a used car salesman.

These examples of status assignment clearly demonstrate that the same
performance or sets of performances (roles) can be taken to have very
different significances or meaning depending on who is doing it, ie,
depending on the status of the actor and relevant standards of
judgement. By contrast, role accounts provide performative descriptions
without any reference to the status of the person or people performing.
This is somewhat like trying to describe a play to someone by describing
acts without any reference to characters and relations among characters.
It would be impossible. Yet, this is what a conventional sex role
description is—a list of abstracted characteristics and acts assigned only
to gender categories. Role theories provide no place formally for status
dynamic considerations and as such provide little or no information
about the variety of ways that people behave in real world settings.

Status assignments involve the application of "standards of judgement”
to behavior. Role attributions involve matching observable performances to
conventional (objective) norms. The notion of a standard of judgement
is crucial in talking about the difference between statuses and roles as
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accounts of the behavior of people. We can elaborate on the notion of
standards by referring to perspective, i.c., how a person "sees" the world,
what he/she takes to be a given set of facts which makes his/her world
coherent. Alternatively, we can talk about how a person’s standards will
be expressed in what he/she counts as being a case of those facts. When
we talk about statuses, we are talking about relationships with
corresponding behavior potential, e.g., mayor, mother, relative, friend,
etc. Having a particular status, e.g., mayor, mother, etc., means that what
a person does will be judged as appropriate or inappropriate according
to whatever standards of judgement are assigned to that status. Thus, it
is the status assignment, e.g., mayor, that determines the standard of
judgement for evaluating what a person does (e.g., as successful or as a
failure) and also for determining what behavior that behavior is.
Whether or not the mayor’s behavior is appropriate for a mother is
irrelevant to judgements of his/her behavior as a mayor. A comparable
point can be illustrated in judging a tree a failure because it doesn’t get
people from one place to another; that is, judging a tree by the
standards appropriate for a car.

The granting or maintaining of a status for a person is contingent
upon his/her meeting standards of judgement for the appropriateness of
his/her behaviors in that status. For example, a mayor who spanked
constituents who disagreed with him would probably be judged as
behaving inappropriately as a mayor and lose that status quickly.
Similarly, a friend who acted in a hostile way persistently would probably
not be accepted or treated as a friend for long.

While a change in status necessarily includes a change in
corresponding standards of judgement, it may also be the case that a
change in standards may lead to a change in status. Consider the
heuristic of "spitting on the sidewalk" (Ossorio, 1976). It’s a common
saying that you can’t legislate morality or that you can’t prevent people
from spitting on the sidewalk by passing a law i.e., changing the legal
standard. That is misleading, however, in the sense that whereas
yesterday people were merely spitting on the sidewalk, if we pass a law
making it a felony, then today they are committing a crime. It is
tempting to say "But you haven’t changed their behavior one bit." But we
have changed their legal status. One day they are innocent citizens, the
next day criminals. Furthermore, not only have we changed how the
behavior is counted, but we are now committed to prosecute them for
violating the law we have passed. Changing the standard simultaneously
changed their status and the way the very same set of performances are
evaluated and treated by us.

Such difficulties often arise in relationships where one of the partners
changes his or her standards of judgement for what counts as "loving" or
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simply tolerable behavior in a relationship. Consider a wife who has
been sensitized to the female-degrading implications of much male
sexual humor through a consciousness-raising group. Her previously
"decent husband® who occasionally lapsed into telling "dirty jokes" might
now be treated as a "chauvinistic male who makes no attempt to hide his
contempt for women".

Although this might be an extreme case, it is noted that if the
participants treated the conflict in terms of status dynamics, many
possible satisfactory outcomes could be negotiated. The differences in
values, standards, circumstances, and significances could all be
recognized and negotiated either verbally or otherwise. However, if
either party treated the differences solely in terms of conventional sex
role attributions, no resolution would be possible. The respective
behaviors of the spouses would be locked into prescribed scripts that
would make negotiation next to impossible (She being a typical
complaining woman and he a typical insensitive male.).

In status assignments, judgement of success or failure in meeting
standards can be either normative or individual. In that way, we can
make anybody a success, a failure, or almost anything else (including a
friend) by introducing new standards and thereby committing ourselves
to treat them accordingly. That is, success and failure (and other status
assignments) have meaning only within a social context, i.e., when
people judge behaviors by some standard.

In contrast, for sex role attribution, what seems to correspond to the
concept of standard of judgement is the matching of observable
performances to some "objective” normative standard that is taken to be
independent of the people making or receiving the role attribution.
("This is the way things are", "have always been"). In practice, however,
the "objective" source is an appeal to conventional standards, which
implies that a more illuminating term for this wuse of
"objective/subjective” might be conventional/nonconventional. Thus it
seems that the terms "objective” and "subjective" in role theory (Biddle
& Thomas, 1966) merely obfuscate the issue which is that people must
observe and judge by standards of some sort. The "objective” source or
observer that confers "truth value" is a hypothetical construct which
some role theories have perpetuated in line with parallel notions of
science (Ossorio, 1985).

Status descriptions take into account all major parameters of behaviors.
Role descriptions are based on performative parameters only. In role
theories as well as other positivistic psychological theories, the term
"behavior” is restricted to that aspect of a behavior that can be observed
by others, i.e., the observable acts or concrete performance. As indicated
above, problems with restricting the term "behavior” to this parameter
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can be seen in the fact that the same obsetrvable performance can mean
different things depending on the context, the motivations of the
actor(s), and the perspective of the observer. The performance "he hit
her on the arm" may indicate aggression, playfulness, recognition of
irony, testing of reflexes, and accidental contact, etc., depending on the
overall state of affairs.

In Descriptive Psychology, these differences in context and meaning
can be accounted for by a more complete parametric analysis of behavior
(c.f., Ossorio, 1981). In order to distinguish between arm-hitting as play
or violence, one may need to assess the state of any or all of the
following parameters: Achievement (A), the product or consequence of
the performance; Knowledge (K), the knowledge state of the actor; Know-
How (KH), the skills of the actor; Wants (W), the motivation of the
actor. It may also be useful to know the Identity (I), i.e., who the actor
is, and some of the relevant Personal Characteristics (PC’s) of the
perpetrator. Most importantly, it is useful to know what is the
Significance (S) of the arm-hitting performance, i.e., what is the larger
behavior that the performance of arm-hitting represents. Or more
pragmatically, what was he doing by doing that? Determining the
significance of a particular performance most often leads to connecting
the observable activity to specific intrinsic social practices which is a
concept that will be suggested below as an alternative way of
conceptualizing sets of roles.

In light of the Descriptive Psychology parametric formulation of the
concept of behavior, the practice in role-theories of coordinating
behavior to performance (P) descriptions only may be seen as a most
limited form of behavior description and conceptualization. The same
holds for people interacting with other people in real life. For a man to
automatically assume that a woman crying represents a form of typical
feminine weakness is a deficient form of behavior analysis. It may be the
case that one significance of the woman’s tears is angry frustration that
the man cannot see it otherwise.

Competence at assessing the significance of particular behaviors, which
connect to relevant standards of judgement being used in particular
Social Practices, is an integral part of status assignment and negotiation.
Role attribution as conventjionally defined is a defective judgement
process that simply connects performative aspects of behavior directly to
stereotyped versions of social practices.
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Status dynamic accounts are justified by appeals to competence in
appraisals whereas role theories are justified by appeals to principle and
custom. The major conceptual differences between status and role are
summarized in Figure 1 together with the implications for understanding
how conventional concepts of masculine and feminine may be changed.
Differences in standards of judgement and concepts of behavior have
been discussed above. In order to discuss justification and change issues,
we need to elaborate on typical methodologies or epistemologies used
in the application of Descriptive concepts such as status, standard of
judgement, etc., and contrast them with typical justifications of sex role
concepts in terms of theory, principle, and custom. The Descriptive
framework for this task is the "ladder of appeals” (Ossorio, 1976).

The "ladder of appeals" was originally developed to account for how
people may proceed in accounting for or justifying social change, and so
it is especially appropriate for a discussion of sex differences. The ladder
starts at the top with competence/standard/perspective, and then goes
down to principle/theory/custom, and individual judgement, in that
order. It justifies social change by pointing to the fact that in changed
times, it takes new customs to implement the same principles or the
same theory (e.g., the new custom of androgyny). Change is justified by
appealing upwards, the lower limit being individual judgement and the
upper limit competence, standard, or perspective. We do not have to
appeal to each step of the ladder but can in fact skip to higher levels to
justify change. In the final analysis, we are stuck, not at theory or
principle, but at the level of our own perspective and competence in
mastering the use of the concepts in question.

For example, in justifying doing something as an expression of being
a mother, a woman is in the most fundamental respect only limited by
her own mastery (her competence) in using the status concept of
mother. She is also, of course, limited by opportunities, by conflicting
demands, etc. Even if acting on this concept violated the prevailing
customs, a woman could justify her behavior by appealing to our
competence as observers, saying; "Can’t you see that this is what a
mother would do?"

Normatively, it is from perspective and competence in the relevant
domain that we make judgements in that domain. That is, a change in
perspective will change our discriminations and therefore our judgement.
For example, if we change our standards for friendship, we will judge
behavioral performance and customs differently as expressions of
friendship. On the other hand, a change in custom, behavioral theory, or
principle may change our performances but will not necessarily change
perspective, standards, or competence. For example, a person could
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change from a principle of "always be the first to say hello” to "speak
only when spoken to" without changing standards for what counts as
friendship or his/her competence to act friendly or appraise acts of
friendship. Thus, change in the lower levels will not necessarily result in
change in the upper levels.

One of the background sources of difficulty in implementing a
competence approach may be that people are not usually taught to make
judgements in accordance with a perspective which takes explicit account
of the significance of behaviors, but rather are given, and look for,
procedural prescriptions (e.g., customs, theories) for how to go about
deciding matters. The competence approach is more difficult to
characterize and learn than the performative/procedural approach since
there are no prescribed procedural or performative ways to proceed! But
the capacity to recognize perspectives and standards different from one’s
own, and the ability to discriminate different instances of the same
standard or how the same performance can represent different standards,
is what is involved here. This ability to apply knowledge can be called
"mastery of concepts" and should be distinguished from the knowledge
per se of the concepts, e.g., prescriptions and prohibitions. In sum, the
difference between the procedure-oriented (theories, principles, customs)
and significance oriented view of behavior corresponds to the difference
between knowledge as information processing and as mastery of the
concepts, i.e., competence in appraisal.

The differences in the appraisal and justification of concepts discussed
here is directly relevant to the distinction between status and sex role.
As indicated on the right hand side of the diagrams in Figure 1, sex role
formulations are typically justified in academic literature by appeals to
customs (conventional performances) principles or behavioral theories
(theories about performances). On the other hand, a status formulation
of sex differences considers the standards of judgement and significances
of the observable performances, and justifies the analysis by appealing
to the competence of the observer to make these kind of appraisals.

Also in Figure 1, it is noted that, in a status formulation of sex
differences, social change is brought about by increasing the competence
of people to take into account significance and standards in judging what
is appropriate behavior for men and women. This contrasts with the best
attempt at social change made by androgyny theorists, which has been
to encourage men to perform more "feminine" activities and for women
to engage in more "masculine" performances. While this may replace
traditional customs with a less restrictive principle or custom, it does
not change the performative perspective or the competence of people in
making judgements about the appropriateness of sex differences in
behavior. Only a basic change in perspective and epistemology as
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outlined here will lead to basic changes in social behavior as well as a
more scientific study of sex differences.

APPLICATIONS OF STATUS DYNAMIC
FORMULATION TO CURRENT SEX ROLE RESEARCH

The major features of a status dynamic approach to sex differences have
been outlined above and summarized in Figure 1. In this section, a
critique of current sex role research based on the status reformulation’
is given and an attempt is made to provide a more useful concep-
tualization of the notion of role.

Deficits In Sex Role Approaches to Sex Differences

The observable procedural view of behavior has prevailed in
psychology and has encumbered our attempts at analyzing and
negotiating sex difference issues. Role theories merely describe
traditional customary procedures or appeal to the "objectivity” of
principles reflected by their theories. For example, without an appeal
accounting for differences in standards and perspectives, the justification
for a set of customs, theories, or principles can seem arbitrary and
confusing. Further, by emphasizing observable criteria rather than
people’s competence in judgement, role theory seems a dehumanizing
and non-compelling account of people as persons.

Traditional role theorists don’t consider that "the same" behavior
might be assigned a masculine status in one context and a feminine
status in another context. A man, for example, comforting another
person may be seen as protective and masculine when the person is a
child but may be seen as feminine and overprotective in the course of a
bar fight. Similarly, the significance of nurturant acts may vary
considerably across situations. Consider a pat on the back in the context
of a student successfully completing a project, as a gentle warning to a
troublesome child, or as reassurance in a scary situation. In traditional
role theories, particular performances are assigned to either masculine
or feminine roles (e.g., nurturant acts are feminine) and the above
distinctions cannot be made. Furthermore, if people attempt to act on
the basis of role conceptions, they are severely restricted in behavior
potential. Thus, wanting to be masculine could prevent a man from
engaging in behaviors labeled feminine, even when acting in that way is
"called for" (i.e., appropriate), and a woman could have a similar
approach to femininity.

Androgyny accounts, (Bem, 1974, 1977) which challenge the traditional
accounts, unfortunately and inadvertently are caught in the conceptual
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trap just described. The intention of androgyny theorists was to propose
a way of expanding the options available to men and women and to
justify mon-sex-stereotypic behaviors as being more "healthy”. As an
alternative to talking in the manner of traditional sex roles, androgyny
accounts attempted to (1) present a formulation addressing the
limitation of assigning a particular sex to a particular role, (2) transcend
role theories. For some reason, however, androgyny theorists kept the
labels "masculine” and "feminine" for traditional roles and described
androgyny in terms of a mixture of traditional roles to resolve the issue.

Although it is in many ways innovative in its conceptualization,
androgyny theory simply goes along with the custom of talking about sex
differences in terms of behavioral performances, though to be sure, it
refers to a mixture of the traditional role behaviors. Thus, it does not
address the issue of how people can make judgements about which
behaviors are appropriate and what significance is exemplified in which
situations by a given procedure. Instead, androgyny theory just states
(prescribes?) that a "healthy” person should be able to perform these
behaviors, e.g., acting assertively, when they are called for. The crucial
issue of how a person could be expected to know when a given behavior
was called for, i.e., competence in judgement, is not actually addressed.

Another unnecessary problem for androgyny accounts is their failure
to distinguish between the performative, significance, and achievement
aspects of behavior. Their claim that one ought to be able to do any of
these things if one is called upon is valid only in achievement terms as
a useful prescription. What is described as being assertive, for example,
is an achievement by someone’s standards. In talking about assertive
performances, they fail to make the distinction that what is assertive
depends on the context and significance of the act. Thus, a person could
assert himself/herself without performing a conventional assertive action.
It could be more indirect, more subtle.

Originally the significance of androgyny was generated by the
judgement that the roles of men and women should be expanded to
include some of the rights and duties of the other sex. Under a role
formulation, behaviors are equated with conventional sex-typed
significances. Thus, in accepting role theorists’ assumptions, androgyny
theorists could not present new formulations of "masculine” or
"feminine" roles because they don’t talk about significances or
achievements of performative behaviors as making sense given a
"masculine” or "feminine" perspective (e.g., complementarity, etc.). The
logical conclusion they came to was that we should no longer talk about
masculine or feminine when we characterize non-sex-stereotypic people
or make cross-sex distinctions, but rather distinguish between
androgynous vs. traditional masculine and feminine people.
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Caught in the traditional conceptualization problems of role theory,
the androgyny formulation could go wrong by potentially generating new
androgynous customs and concrete details of a mew mythology. In
practice, the new androgynous customs could be exemplified by people
who (a) merely act according to prescriptive procedures and don’t really
"see" the significance of the theory or principles. (b) assimilate the
customs to extrinsic motivations such as dominance or power (e.g.,
superpersons), and (¢) are not competent to make appropriate
judgements about what would be non-conventional androgynous
behaviors. That is, the emphasis on procedures and "objective"
descriptions of significance, e.g., assertiveness = masculinity, etc. could
result in people’s acting in ways which would violate the original
intention of androgyny to expand the range of behavioral options for
people.

The Status Approach. As discussed in a previous section, what is
considered appropriate is related to the status of a person. Thus, our
standards are reflected by our status assignments. The appropriateness
of a behavior, and even which behavior it is, are connected to the status
of the actor. For example, arguing a point may be aggressive and
inappropriate for a woman traditionally, but assertive and appropriate
for a man. For that kind of traditional status assignment, feminists are
judging the status of women as being too handicapping with respect to
other statuses, e.g., eligibility to negotiate an issue.

This discussion proposes that in order to fulfill its intent of
transcending traditional sex-typed roles and promoting greater behavior
potential for both sexes (i.e., giving new perspectives on performative
behaviors traditionally judged masculine or feminine), androgyny theory
could be reformulated according to our status formulation. Under a
status description, we can make the following recommendations to help
resolve the issue of how people can act appropriately and expand their
range of behavior potential. That is, people can be explicit about their
judgements about which behaviors are appropriate for the status of man
or woman and what they take to be the significances of appropriate
behaviors. For justification of the appropriateness of the
exemplifications, people can take into account differences in standards,
petspectives, and competence in appealing to customs, theory, and/or
principle.

Further, the status formulation can provide us with a way to legitimize
the distinctions of masculine and feminine as applying to people
behaving in certain ways and not to disembodied behaviors. Thus, we can
describe a woman as both feminine and assertive or a man as masculine



230 CORLIS R. SAPIN and JOHN R. FORWARD

and nurturant as an alternative to defining a person as feminine when
he/she is nurturant or masculine when he/she is assertive.

Relationship Between Status, Role, and Social Practices

The question now arises, "When is it necessary to talk about role?" In
order to develop a more appropriate conceptual place for role it might
be useful to relate it to the descriptive concept of intrinsic social practice
(Ossorio, 1981; Putman, 1981). Conventional role theories characterize
sex toles by lists of specific performances or sometimes personal
characteristics. However, these leave the reader up in the air as to what
behaviors the performances exemplify (recall the arm-hitting example).
Linking smaller behaviors to more encompassing behaviors is achieved
by determining the significance of each unit (e.g., "what is he doing by
doing that?"). When there is no longer an instrumental answer to the
question about significance, an intrinsic social practice has been
identified (e.g., "he did that because that is the way he is, what he enjoys
most, etc."). Intrinsic social practices are not explicable in terms of
exemplifying larger practices or behaviors. They are engaged in for their
own sake and are therefore important indicators of types of social
behavior and community memberships.

Intrinsic social practices may themselves be parts of larger social
practice networks, some of which may be labeled Institutional practices
since they are organized around meeting basic needs in a society (e.g.,
social practices exemplifying the status of mother are part of the
institutional practices of family life in a community or society). Even
more comprehensive are Ways of Life which include the types of
practices above, in addition to others, and which represent in their
totality the way a person or community of persons puts the whole "game
of life" together.

One way to replace specific references to a role with social practice
language is to make the role an institution, e.g., motherhood or the
presidency (the role of leader of the country). Another way would be to
start with the status of a mother and give a package of behaviors that
would be considered appropriate by customary standards for that status.

Generally, a role is a bigger package (a larger unit) than a social
practice, i.e., it usually involves more than one social practice. In this
way, it is similar to institutions and ways of life in the sense that role,
like institutions and ways of life, implies some chronological
organization to the practices. A role is a sequence of behaviors, each of
which is chosen from a set, enacted over time. For example, one must
first give birth or adopt children and then take care of them until they
are adults in order to be enacting the role of a mother. One cannot first
take care of children until they are grown and then adopt them to be
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enacting the role of a mother as prescribed by convention. Thus, the
concept of a role as a package of behaviors which are related in specific
ways is a more comprehensive and generalized description than is the
concept of social practice which describes a more basic and generally
smaller range of facts. Sometimes it can be useful and less cumbersome
to describe behavior at the level of role descriptions, as we can see when
we try to describe the customary social practices of a mother.

A role description can also be given as a package of behaviors with
which an individual can discharge his or her duties and uphold his or
her rights. Because of this, role language could be useful in describing
certain status assignments when those status assignments entail certain
rights and duties which are contingent upon prevailing customs and
which can be used as criteria to judge how well a person is expressing
that status. We might then describe a status by saying, "You can uphold
your rights and discharge your duties by enacting role Y." That is,
sometimes, the role description could be the more efficient way of
talking, although it would also be possible to give a description of the
rights and duties which go along with a given status in terms of
behaviors, i.e., social practices. In fact, sometimes it might be necessary
to elaborate the social practices rather than evoke the role for reasons
of clarifying a definition of a particular role.

As a package of behaviors, the role is connected to historical
particulars and can be said to change with time. What is taken to be the
conventional role of mother will vary among different relationships and
groups. This contrasts to status, which can and usually does remain
constant even though a role associated with it may change with time. As
a package of behaviors, a role is defined for the character only after the
performance of the behavior by the observer’s perspective. On the other
hand, the status assignment, not being merely a function of performative
behaviors, isn’t limited to being decided after the fact. It can be said,
then, that the role prescribes certain social practices according to
historical contingencies and is justified by some observer’s description
of performative behaviors. These historical behaviors constitute a
package which can be described then by role language.

PRELIMINARY RESEARCH

Sapin (1979) conducted a study to determine whether

sex-stereotyping by observers was related to their tendency to categorize
specific acts in terms of socially prescribed roles (the Performative
orientation in observational judgement) or in terms of the larger context
of the specific performance under comsideration (the Significance
orientation).
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An example of an individual with a Performative orientation would be
one who categorizes direct confrontation of a bothersome smoker as
aggressive, but who does not recognize the possibility that confrontation
could also be a nonaggressive move in negotiation, or who does not
recognize the possibility that more subtle forms of expressing
dissatisfaction (e.g., coughing loudly and glaring) could also be
categorized as aggressive.

An example of an individual with a Significance orientation would be
one whose categorization of behavior as aggressive would take into
account the larger context. This kind of person would categorize direct
confrontation as aggressive or not, for example, depending on the
purpose and personal characteristics of the one doing the confronting.

In order to test the question of whether observers who differed in
orientation (Performance vs. Significance) would differ in the degree of
sex-role stereotyping they manifest, a two-stage experiment was
conducted. First, potential observers were tested to determine their
observational orientation; second groups of observers with each
orientation were tested to determine the characteristic degree of sex-
stereotyping engaged in by each orientation.

First Phase: Testing Observational Orientations

A set of eight interpersonal episodes was developed. Each episode was
composed of (a) a scenario relating a problematic situation and (b) a list
of ten behaviors which were the response options in the situation. The
ten response options were divided as follows: two sex-typed masculine
behaviors; two sex-typed feminine behaviors; four neutral behaviors
(representing neutral adjectives from the Bem adjective list); and two
filler responses.

Of each pair of sex-typed behaviors and each pair of neutral behaviors,
one was a Performative option and one was a Significance option. The
Performative option was a direct and obvious response to the situation;
the Significance option was a behavior taking the context of the situation
into account. For example, in an anger provoking situation, the
Performative options were: for the stereotypically masculine, direct
expression of anger; for the stereotypically feminine, passive-aggressive
behavior. Subjects rated each option on a 10-point scale of how
appropriate the response was, and then indicated which of the options
they would choose in that situation.

Subjects were categorized as Significance-oriented if (a) their ratings of
the two kinds of options were highly similar and (b) they chose a high
percentage of Significance responses as the behaviors they would carry
out in the situation. (See Sapin, 1979, for details concerning the exact
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criteria used.) Of the 120 subjects who participated in phase one, ten
met the criteria to be categorized as Significance-oriented.

Second Phase: Testing Sex-Role Stereotyping

Six episodes were developed to test sex-role stereotyping. Each episode
was composed of a brief description of a problematic situation, followed
by a number of response options, two of which were "critical"
options—one was Performative and the other was a Significance response.
(See Table 1 for examples.)

Table 1
Scenarios and Behavior Options*
(sample only)

1. Mary (or Steve) are sitling in a restaurant with a date. They are bothered by
cigarette smoke being blown in their direction from the next table: She (He)
responds by:

a.  Asking the person to stop blowing smoke in their direction
(PERFORMATIVE).
b. Coughs loud enough for the smoker to hear (SIGNIFICANCE).

2. Kevin (or Julie) is presenting a paper to a class discussion group. Whenever
someone asks a question or makes a comment he (she):

a, Cuts them off by telling them to stop interrupting (PERFORMATIVE).
b.  Waits till they finish and continues the presentation (SIGNIFICANCE).

3. Joan (or Paul) is visiting a friend in the hospital who is depressed following a
serious accident. She (He) says:

a. Everyone is waiting for you to get out and we hope you’ll feel better soon
(PERFORMATIVE).

b. Talks about the good times they have had reminding the friend of the
happy person they have usually been (SIGNIFICANCE).

*Abbreviated versions of 3 of the 6 scenarios (Sapin, 1979). Note that each scenario presented
to subjects included only one character gender and one of the behavioral options. The scenario
was then rated on the Bem Sex Role Adjectives. No subject received more than one version of
the same scenario.

Twenty subjects were selected from the first phase for inclusion in the
test of sex-role stereotyping vs. status assignment: the ten Significance-
oriented subjects and ten others randomly chosen from among the
Performative-oriented subjects. The subjects were presented with
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different versions of the episodes, the genders of the characters in the
scenarios being systematically varied. Then subjects were asked to rate
all of the response options, including the critical options, relative to
twenty adjectives taken from the Bem Sex Role Inventory (Bem, 1974).
Approximately one third of the adjectives were "masculine”, one third
"feminine”, and one third were neutral.

The findings are clear-cut. Performative observers sex-stereotyped the
behavior of the characters in all scenarios, whereas Significance-oriented
observers did not. They rated each situation in terms of the
appropriateness of the behavior to the situation regardless of the gender
of the characters in the scenarios. Table 2 gives the mean ratings of
adjective descriptors for which the Performative observers rating differed
statistically as a function of the gender of the character in the scenario.
Data for the Significance-oriented subjects is not presented since there
were no differences in their rating due to gender of the characters.

One additional interesting pattern was observed in the results. The
Performative-oriented observers showed counter-stereotyping effects for
the obviously Performative response options (cf. means for Total
Feminine Adjectives when applied to male and to female characters).
They showed a traditional stereotyping effect for the Significance
response options.

DISCUSSION

Sapin’s research clearly demonstrates that sex role typing depends on a
person’s competence to make certain kinds of distinctions regarding
behavior. People who are not able to see the potential significance of
particular behaviors in terms of actual personal characteristics and
situational opportunities tend to use "ready-made" performative
ascriptions (based on cultural scripts). However, people who can
distinguish between Performative and Significance aspects of behavior
(part/whole relationships) do not need role prescriptions to dictate their
status assignments in particular situations.

The research also shed light on the methodological problems facing
current measures of androgyny. It was noted earlier that college students
especially want to present themselves in conformity to the popular
"egalitarian” norms or roles of personal relationships even though their
actual behavior is typically based on traditional sex-stereotypes. Current
face-valid measures of androgyny are susceptible to this kind of social
desirability bias.

The results in Table 2 demonstrate this kind of problem dramatically.
For the obvious "performative” behavioral options, performative subjects
(the vast majority in the initial college subject pool) counter-
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stereotyped, i.e., they were leaning over backwards to avoid presenting
themselves as traditional sex role typers. However, with the more subtle
(significance) behavioral options, performative subjects fell back on their
typical sex-stereotyped judgements. So the current measurement method
is able to address the problem of social desirability by presenting
performative/stereotyping subjects with behavioral options within
specified scenarios that these types of subjects are not able to deal with
except in their typical performative manner.
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A HIGH POWER-LOW POWER
ACCOUNT OF

GENDER DIFFERENCES

IN SELF-CRITICISM

Catherine A. Latham

ABSTRACT

In this study, gender differences in self-criticism are investigated utilizing the concept
of high power-low power from Descriptive Psychology. High power-low power refers
to a particular type of complementary relationship. The high power position involves
initiating and terminating projects and plans, setting standards and evaluating
progress, making decisions and insisting on certain things. The low power position
involves selectively encouraging, implementing, elaborating, and interpreting
decisions. It was assumed that in mixed-sex relationships, males are typically in the
high power position and females are in the low power position. Hypotheses included
(1) that being in a low power position leads to more self-criticism in females than in
males, (2) that males are more likely than females to reject the low power position,
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Each of the above hypotheses was partially supported by the results. No support was
obtained for the additional hypotheses that females are more self-critical, and more
criticized by others, when in a high power position. One hundred and twelve subjects
completed a questionnaire that presented stories depicting a male and female in a
high power-low power relationship completing tasks in the female domain and in the
male domain. Subjects rated the likelihood of responses that both persons in the
stories may have had. Measures of self-criticism and rejection of the power position
were derived from the likelihood ratings. The situational context of the high power-
low power relationship must be taken into account in understanding men’s and
women’s tendencies toward self-criticism.

Psychologists, sociologists, anthropologists, philosophers, and other
scholars have recently been struggling to find conceptual systems and
theories that accurately describe and increase our understanding of
women’s as well as men’s experience in the real world. Central to the
feminist critique of the existing theories is the fact that they have been
generated almost exclusively by males, and that these theories are based
on a male perspective of the world, and thus, in many cases, are not an
accurate reflection of the female experience (Kaplan & Sedney, 1980;
Hyde & Rosenberg, 1980; Bernard, 1981; Spender, 1981; Gilligan, 1982).

The conceptual system on which this study is based is Descriptive
Psychology, which is a "systematically related set of distinctions designed
to provide formal access to all the facts and possible facts about persons
and behaviors" (Ossorio, 1985). As a set of distinctions, Descriptive
Psychology is free from the androcentric biases inherent in many of the
existing psychological theories. This is not to claim that any work,
including this study, based on Descriptive Psychology is free from bias.
On the contrary, the perspective of the person applying the concepts has
a great deal to do with the ways in which concepts are applied, and the
specification of which phenomena are of interest. My own perspective
is feminist; I am assuming that the "present subordinate status of women
is not intrinsic to nature but is a product of culture, and is therefore,
changeable" (Cox, 1981, p. 3).

The question to be addressed by the study is, "Is the phenomenon of
self-criticism different for women and men?" This question has not been
asked, let alone answered, in any of the empirical psychological
literature, although it is a question that could well be answered by
empirical research. The present study is a beginning effort to explore the
phenomenon of self-criticism in a formalized empirical fashion.

In the conceptualization section, the phenomenon of self-criticism is
analyzed using the concept of high power-low power from Descriptive
Psychology. High power-low power is a concept that describes particular
kinds of relationships that have two complementary places or positions,
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namely high power and low power. The high power position involves
initiating and terminating projects and plans, setting standards and
evaluating how things are going in terms of those standards, making
decisions, and insisting on certain things. The low power position
involves selectively encouraging, implementing, elaborating, and
interpreting decisions, and following the standards set by the person in
the high power position. Parent-child, teacher-student, supervisor-
supervisee are all examples of relationships that can accurately be
described as high power-low power relationships. Other relationships
that are not as obvious can also be examined to see if this concept is
useful in understanding a particular relationship. The high power-low
power description might also be useful in understanding the relationship
between two different groups of individuals. The groups that are of
interest to the present author are women and men.

There is good reason to assume that generally speaking, in our culture,
males are often in the high power position and females are in the low
power position in their relationships with one another. This is not the
same as saying that men have more power than women do in their
relationships, because the high power-low power concept does not imply
anything about amounts of power. Rather, it refers to the notion that
the ways in which one is able to influence the relationship or exert
power depends upon the power position one is in.

In a study of sex differences in the experiences and expressions of
jealousy, Johnston (1982) found that many of the observed male-female
differences could be understood as high power-low power differences.
The purpose of the present investigation is to determine if the concept
of high power-low power is similarly useful in increasing our
understanding of the phenomenon of self-criticism as experienced by
both females and males.

Self-criticism is a phenomenon with which most people are familiar,
yet interestingly enough, it is not listed in the Thesaurus of
Psychological Index Terms (American Psychological Association, 1982).
Self-esteem, self-actualization, and self-mutilation are all descriptors of
research carried on in the discipline of psychology, but apparently, self-
criticism per se is not utilized as a descriptor of the empirical research
being done in psychology. A computer search of the PsychInfo data base
for any abstract that used the words self-criticism or self-critical, and
which also made any mention of sex differences, revealed a total of six
articles which potentially address the question of, "Is the phenomenon
of self-criticism different for women and men?"

Examination of the three articles written in English, and the translated
abstracts of the remaining three articles, indicated that none of the
articles addressed this question directly. Stoner and Kaiser (1978)
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administered the Tennessee Self-Concept Scale to high school juniors
and found that males scored higher than females on the self-criticism
subscale. Steele (1978) found sex differences in depression, with females
more depressed than males, but did not find sex differences on the self-
criticism subscale of the depression inventory in an investigation of the
relationship of race, sex, social class, and social mobility to depression
in normal adults. Orlinsky and Howard (1976) investigated the effects of
the therapist’s gender on the experiences of female clients and found
that female clients who had male therapists felt more self-critical than
the clients with female therapists.

Although the psychological literature does not offer much information
on sex differences in self-criticism per se, there is a great deal that is
known about sex differences in related areas. Self-esteem, which refers
to a person’s overall evaluation of his or her general worth, is a global
concept that has been measured by a variety of pencil and paper
instruments. When people are asked to describe themselves on these
inventories, no consistent sex differences emerge (Maccoby & Jacklin,
1974). More subtle measures of self-esteem such as expectations of
success and failure, and the explanations people give for their success
and failure, do show some interesting sex differences. Maccoby and
Jacklin conclude, "Clearly, college men are more likely than college
women to expect to do well, and to judge their own performance
favorably once they have finished their work" (1974, p. 154).

A more comprehensive review of the literature on self-confidence
(Lenny, 1977) supports Maccoby and Jacklin’s conclusion that much of
the evidence indicates that females have less self-confidence than males,
but qualifies this conclusion by further examination of the few studies
that do not show sex differences. Lenny concludes that female self-
confidence is more dependent on situational variables than is male self-
confidence. She suggests that in studies where subjects were given
minimal or no feedback on their performance, females had lower
expectancies for success than males, but when feedback was clear and
unambiguous, the sex difference in self-confidence disappeared. This
finding could be interpreted as supportive evidence for the assumption
that females are often in low power positions. Being in a low power
position involves having one’s actions evaluated by the person in the
high power position, and therefore it is to be expected that evaluative
feedback would be more salient to one who is used to this low power
position. Lenny believed that having that feedback is necessary for
women to expect to succeed.

In addition to sex differences in self-evaluations, evaluations made by
observers also tend to devalue women. In a study on competitive game
situations, observers were found to give more credit to successful male
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players than to successful female players (Stephan, Rosenfield, and
Stephan, 1976). They also found that the sex of the opponent made a
difference in how much credit and blame the female players gave
themselves. When women competed against men, they gave the male
opponents more credit for success and less blame for failure than they
gave themselves. The opposite was true when women competed against
women, and when men competed, regardless of sex of opponent. This
study also demonstrates that observers are more likely to criticize
women than men when they fail. Of particular interest is the finding that
women criticize themselves more severely for their own failures when
they are competing against men than when they are competing against
women. This suggests that although the subjects were peers in the
experiment, their relationship may have had high power-low power
components which were not experienced in female-female pairings.

Further evidence of negative evaluation of women was provided by the
classic Goldberg (1968) study. Female subjects were given articles that
supposedly had been published in various sex-related fields. For half the
subjects the author was presented as a male and for the other half the
same article was attributed to a female author. Even in the fields
considered to be female fields (e.g., nutrition and education) subjects
judged the article more favorably when it was supposedly written by a
male. A recent replication (Paludi and Bauer, 1983) of the study which
included males as subjects found that both males and females rated
identical articles in both traditionally male and female fields more highly
when the author was believed to be male. Some things may have changed
since 1968, but apparently the practice of devaluing work done by
women continues, and is engaged in by both male and female critics.

Thus far, evidence has been presented that indicates that females are
less self-confident than males, do not expect to be successful in
achievement-related domains (unless they have clear feedback from an
outside source to the contrary), and that their work is evaluated less
positively than males’ work. While being less positive does not
necessarily mean being more critical, it would not be surprising if
females are more self-critical, and are criticized more by others than
males are. It is important to note that the above findings are based
primarily on individual achievements, not on achievements in
interpersonal relationships. The review will now focus on differences in
the importance placed on interpersonal relationships by women and
men.

Many authors have suggested that women derive much of their self-
esteem from their interpersonal relationships, whereas men are more
likely to derive their sense of self-esteem from their accomplishments.
There is a large body of theoretical literature that suggests women and
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men differ in the importance placed on affiliative relationships (Bakan,
1966; Bernard, 1981; Gilligan, 1982; Kaplan & Sedney, 1980; Miller,
1982; Stiver, 1983). When asked to describe themselves, women
responded in terms of their relationship with other people (e.g., "wife",
"mother"), while men rarely described themselves in the corresponding
relational terms, and more frequently described themselves in terms of
their professions (Rubin, 1979). Women have been said 10 have a
relational sense of self (Gilligan, 1982; Miller, 1982; Stiver, 1983; Surrey,
1983). Whether this duality is expressed as agency-communion (Bakan,
1966), instrumental-expressive (Parsons & Bales, 1955), or an
orientation toward justice and separation versus care and connection
(Gilligan, 1982), there is widespread agreement that females are more
concerned with affiliative relationships than are males.

In her discussion of the dimension of activity-passivity, Miller (1976)
proposes that the reason why women have been seen as passive is that
much of their activity has not been in open pursuit of their own goals
and interests. She argues that taking care of others, listening and being
receptive, are not instances of being passive, but that they are seen as
"not doing anything"” by a male-defined culture. She, as well as other
writers, have suggested that women are much more likely than men to
criticize themselves as selfish if they do begin to act on their own
interests, rather than act in a way that can be defined as taking care of
and giving to others.

Depression is another area which bears a relationship to the
phenomenon of self-criticism. A negative view of the self is one of the
components of the primary triad in depression, according to Beck
(1967). There is a wide agreement that the incidence of depression is
greater in women than in men (Radloff & Cox, 1981; Belle & Goldman,
1980; Brodsky & Hare-Mustin, 1980; Klerman & Weissman, 1980) and
it may therefore follow that the incidence of self-criticism in non-
depressed populations is higher for females than for males. However, the
literature does not answer this question directly.

The one piece of work in the literature that attempts to offer a survey
of the major issues, intentions, and reasons a person may have for
engaging in self-criticism is Driscoll’s (1981) analysis of the phenomenon
of self-criticism, which is based on the principles of Descriptive
Psychology.

A basic concept in Descriptive Psychology is the concept of Intentional
Actio